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Abstract

In information retrieval, queries can fail to find docu-
ments due to mismatch in terminology. Query ex-
pansion is a well-known technique addressing this
problem, where additional query terms are automat-
ically chosen from highly ranked documents, and it
has been shown to be effective at improving query
performance. However, current techniques for query
expansion use fixed values for key parameters, deter-
mined by tuning on test collections. In this paper we
show that these parameters may not be generally ap-
plicable, and more significantly that the assumption
that the same parameter settings can be used for all
queries is invalid. Using detailed experiments with
two test collections, we demonstrate that new meth-
ods for choosing parameters must be found. However,
our experiments also demonstrate that there is con-
siderable further scope for improvement to effective-
ness through better query expansion.

Keywords: Information retrieval, Search engines,
Query expansion, Effectiveness

1 Introduction

Search engines are the principal mechanism used for
finding documents on the world wide web (Schwartz
1998). These engines use information retrieval tech-
niques to match queries, expressed as a series of
words, to the documents that are judged the most
likely to answer the users’ needs. When queries are
well formulated, typically consisting of topic-specific
keywords that together specify the information need
with low ambiguity, search engines can return good
matches in the top-ranked documents.

However, queries are often not well-formulated.
They may be ambiguous, insufficiently precise, or use
terminology that is specific to a country – consider
for example the US “wrench” versus the UK “span-
ner”. The majority of queries posed to search en-
gines are brief, with about 60% of queries containing
only one or two key words, while the average query
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length in 2001 was 2.6 words (Spink, Wolfram, Jansen
& Saracevic 2002). These problems are more acute
when the user wishes to find large numbers of rel-
evant documents: all reviews of a particular movie,
for example, or all commentary on a particular topic.
Many relevant documents may not contain the words
used in the query.

A variety of techniques for improving effectiveness
are used. Google1 uses an approach called PageRank
(Page, Brin, Motwani & Winograd 1998), which takes
note of links embedded in web pages to rank higher
pages that are often referenced by other pages. The
reasoning behind this concept is that pages with au-
thority or popularity are more likely to satisfy the
information needs of users. An alternative methodol-
ogy based on links is the hub-and-authority approach
(Bharat & Henzinger 1998). There have been many
proposals for improving effectiveness based on better
use of evidence internal to documents, such as locality
and HTML structure. However, none of these meth-
ods addresses the issue of vocabulary mismatch.

Query expansion has been widely investigated as
a method for improving the performance of informa-
tion retrieval (Buckley, Salton, Allan & Singhal 1994,
Carpineto, de Mori, Romano & Bigi 2001, Mandala,
Tokunaga & Tanaka 1999, Robertson & Walker 1999,
Robertson & Walker 2000, Sakai & Robertson 2001).
It is the only successful automatic method for solv-
ing the problem of vocabulary mismatch; alternatives,
such as thesaurus-based techniques, have not been as
successful (Mandala et al. 1999). In query expansion,
the original query is used to identify a small set of
highly-ranked documents, which are likely to contain
other terms that are common in the same context
as the original query terms. Topic-specific terms are
chosen from the highly-ranked documents and added
to the original query, which is then re-evaluated. It
has been shown that query expansion can significantly
improve effectiveness.

In this paper, we investigate the performance
of one successful approach to query expansion, as
used in the Okapi system (Sparck-Jones, Walker &
Robertson 2000). In common with all query expan-
sion methods, the Okapi approach requires several
parameters, in particular the number of documents
in the initial ranking and the number of expansion
terms. These were determined in experiments on a
particular test data set, and in most experiments since
then have been used without variation.

Our results show that it is far from clear that these
parameter choices are optimal. Using comprehensive
experiments on one test collection, we have investi-

1http://www.google.com



gated both average effectiveness and per-query effec-
tiveness for a wide range of parameter choices. These
results show that other choices of values can give
higher effectiveness, but that no fixed choice is ro-
bust: entirely different values are preferable for other
collections. Worse, the best choices per query vary
wildly. Current approaches to query expansion are
not well founded.

However, our results also show that the perfor-
mance of query expansion has significant scope for im-
provement: individually tuning parameters to queries
can give much better performance than use of fixed
values. We hope to be able to develop a method for
predicting parameter values, and thus obtain greater
effectiveness than is available with current methods.

2 Query expansion

Finding information that suits users’ needs is the pri-
mary concern about information retrieval.

By the most effective search engines today, doc-
uments are matched to queries by ranking. In
this approach, in principle a statistical matrix is
used to evaluate document-query similarity for ev-
ery stored document, then the highest-scored docu-
ments are returned to the user as potential matches.
In contrast, traditional matching techniques such as
Boolean querying have been demonstrated to be in-
effective (Salton 1989). Although boolean queries
are slowly gaining greater popularity again since the
time before ranked queries were used, the overwhelm-
ing number of queries are still ranked queries (Spink
et al. 2002).

Most users are familiar with web searches, where
a user-formulated query is posed to a search engine
that (at least conceptually) compares this query to
all web pages and identifies those that are most sim-
ilar to the query and therefore hopefully satisfy the
user need best. While web search engines such as
Google, Excite2 and Lycos3 can effectively find suit-
able web pages, there are other applications of search-
ing. Those include searches on confidential collections
such as police profiles. In addition, even on subsets
of the web, techniques such as the PageRank (Page
et al. 1998) are not suitable. For instance if a user is
interested only in pages in a specific domain, PageR-
ank information is not available in this context. An-
other example is corporate data collections, such as
archives held by news organisations.

Relevance feedback has been used and extended
widely in order to improve upon search effectiveness
(Salton & McGill 1983, Rijsbergen 1979, Frakes &
Baeza-Yates 1992). Relevance feedback is a mech-
anism of refining a search process by using knowl-
edge gained by a preliminary search for a final search.
Early forms of this process were based on a manual
system, were searchers would identify relevant doc-
uments returned by a search, extract some features
from those documents and use them to augment the
original query (Rocchio 1971). A similar approach
was to give searchers the option of interactively choos-
ing or ranking additional search terms (Leuski 2000).
There are many ways of arriving at additional search
terms; an earlier method used thesauruses. The-
sauruses can either be derived from the document col-

2http://www.excite.com
3http://www.lycos.com

lection at hand or from other sources (Foskett 1997).
However, it has been found that thesaurus-based
methods are less less successful (Mandala et al. 1999).
In other approaches terms are extracted from the doc-
ument collection at hand, either by manual selection
(as has been referred to above), or – by employment
of some heuristics – assuming a group of documents
to be relevant which is then used as a base for addi-
tional terms. This process is also known as blind rel-
evance feedback (Buckley et al. 1994) and is the most
popular strategy employed for query expansion (QE).
The purpose of QE is to adapt an original query so
that it is better suited to target relevant documents,
and it does so by being similar to the documents it is
targeting.

As an example, a user might be interested in the
rock group Nirvana and therefore use a query nirvana.
The query might then be expanded to nirvana cobain
kurt band live music. This new query doesn’t only
focus on documents that contain the single original
term, but will also find documents that are about the
rock band, but that don’t directly name it.

Note that in the system used, only ranked queries
are used and therefore query terms are connected by
an implicit “OR”. This explains why the final ranking
of documents can include different documents than
only those that were returned by the unexpanded
query.

The QE approach used for the work detailed in this
paper is described by Robertson & Walker (2000). It
can be split into two tasks, the first is to identify
relevant documents from which expansion terms are
drawn and the second to rank possible terms by their
perceived usefulness.

Finding relevant documents

The first task is relatively straightforward. Docu-
ments are originally ranked using conventional re-
trieval technology (Arampatzis & van der Weide 2001,
Baeza-Yates & Ribeiro-Neto 1999, Witten, Moffat &
Bell 1999). Using the assumption that documents
that are ranked highly are likely to be most rele-
vant to a query, the top-ranked documents are used
for extracting terms. Ranking is determined through
the Okapi BM25 similarity measure (Robertson &
Walker 1999, Robertson, Walker, Hancock-Beaulieu,
Gull & Lau 1992) taking into consideration the orig-
inal query:

bm25(q, d) =
∑

t∈q

log

(

N − ft + 0.5

ft + 0.5

)

×

(k1 + 1)fd,t

K + fd,t

where t is a term of query q, ft the number of oc-
currences of a particular term across the document
collection that contains N documents and fd,t is the
frequency of a particular term t in document d. K
is k1((1 − b) + b × Ld/AL), k1 and b are parameters
set to 1.2 and 0.75 respectively. Ld is the length of
a particular document and AL is the average docu-
ment length, in a suitable unit, such as the number of
terms contained in each document. This formulation
is derived from statistical considerations of the nature
of text retrieval (Sparck-Jones et al. 2000).

The first term of the above formula is used to
dampen the effect of query terms that occur quite fre-
quently in the collection, whereas the second weights
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Figure 1: Cumulative average precision for each number of documents and number of expansion terms. Left-
hand side: TREC 8 data, disks 4 and 5. Right-hand side: TREC 9 10-gigabyte web data. Dark areas: high
average precision. Light areas: low average precision. White: average precision worse than or equal to no
expansion.

those documents higher that have a high concentra-
tion of query terms. A third term of the formula
(Sparck-Jones et al. 2000) is neglected here, since it
is assumed that query terms occur at most once in
each query.

Identifying appropriate expansion terms

Once the top-ranked documents have been found,
suitable expansion terms have to be identified. The
approach of appending query terms from top-ranked
documents corresponds to the observation of Rijsber-
gen (1979) that terms are good discriminators be-
tween relevant and non-relevant documents if they are
closely related to terms that are good discriminators.

All terms in the top documents are scored by the
following formula and are assigned a term selection
value:

TSVt =

(

ft

N

)rt
(

R

rt

)

where R is the number of top-ranked documents ex-
amined and rt is the number of documents that con-
tain a particular term t. Therefore, the more often a
term occurs across those R documents and the greater
the number of occurrences the smaller is the resultant
TSV . R is usually chosen to be 10 (or 5 in similar
approaches).

The terms with the smallest TSV s are appended
to the original query, but instead of assigning them
their Okapi weight, they get assigned the modified
Robertson/Spark-Jones weight as follows:

1

3
× log

(

(rt + 0.5)/(R − rt + 0.5)

(ft − rt + 0.5)/(N − ft − R + rt + 0.5)

)

This weight is modified by downgrading it to 1/3 of
the original value so as to not overpower the original
query terms. (Unreported experiments show that this
fraction is suitable and maximises effectiveness for a
particular test collection.)

A fixed number of 25 terms is appended to
the query, and although using thresholds for the
TSV have subsequently been used (Robertson &
Walker 2000), these were only of marginal effective-
ness. Robertson & Walker (1999) showed that the
approach as outlined above improves effectiveness by
about 10% over an already high Okapi baseline.

The approach of extracting expansion terms from
top-ranked documents is also called local analysis.
Global analysis in contrast relies on information dis-
tilled from the collection as a whole, such as the
method of Qiu & Frei (1993) that used expansion
terms which were found in a similar context as the
original query terms. Xu & Croft (1996) use a method
where both local and global contexts are taken into
consideration.

As discussed later, Sakai & Robertson (2001) have
investigated an alternative approach, and Carpineto
et al. (2001) have further explored the effect of differ-
ent parameter settings.

The topic of automatic relevance feedback has
been widely researched and one of the earliest and
most influential papers is that of Rocchio (1971),
where he demonstrates the use of not only terms that
enhance a query, but also terms that should be nega-
tively added to a query in order to avoid documents
containing these terms.

More recently Kwok (2002) proposed the use of
word co-occurrence in small text windows for re-
ranking and query expansion. For his successful
method (achieving about 10% improvement in con-
junction with re-ranking) he uses a fixed number of
40 terms for every query. In light of the explorations
we report, Kwok’s approach could potentially benefit
from choosing the number of expansion terms indi-
vidually for each query.

Hoashi, Matsumoto, Inoue & Hashimoto (1999)
measures the “word contribution”. In this approach
each term occurring in a particular top-ranked doc-
ument is assigned a score related to how much this
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Figure 2: Parameter pairs for which expansion of TREC 8 query 405 (on the left) and 440 (on the right) achieves
higher average precision than non-expansion. Dark spots mark high average precision values, as before.

term contributes to the similarity of the document
and the query. Terms with high scores, usually those
that appear in the query and the particular document,
indicate that the term contributed heavily to the sim-
ilarity. Low scores on the other hand mean that a
term contributed little to the similarity. Hoashi et al.
assume that a term with a low score that is in one of
the top-ranked documents would be a good expansion
term since it is presumably on the same topic as the
query, but is different to the terms the user identified
in the original query.

3 Where query expansion fails

In the Okapi work, fixed values were used for key
parameters. In some experiments, fixed values were
used for R and E, the number of documents in the
initial ranking and the number of expansion terms,
respectively. These values (10 and 25 respectively)
were chosen by experiments on a particular collection,
and were observed to give an overall improvement in
effectiveness. In other experiments, a fixed value was
used for R and a fixed upper bound was imposed for
TSV .

Experiments in information retrieval are usually
based on a set of test documents, a set of test queries,
and manual (human) relevance assessments stating
which documents are relevant to which query. Im-
provements in information retrieval systems are in-
tended to improve average effectiveness according to
some metric. The usual metrics are precision (the
proportion of answers that are relevant), recall (the
proportion of relevant documents that are found), or
some combination of these. We focus on average pre-
cision and recall at 1000 documents ranked. Different
systems tend to do well on different queries; thus an
overall improvement may include a decline in effec-
tiveness in specific cases.

We use the TREC data in our experiments4. The
data includes several multi-gigabyte collections of
documents, drawn from sources such as newswires
and the web (Voorhees & Harman 1999, Voorhees &

4http://trec.nist.gov

Harman 2000). It also includes annotated queries on
these documents, and large sets of relevance judge-
ments. This data is the main resource that has been
used during the last decade for enhancing information
retrieval systems, and is widely used, for example, for
benchmarking.

In our experiments, we have primarily used TREC
disks 4 and 5 (Harman 1995) and the title field only of
queries 401–450, which is the data used in TREC 8 in
1999. In some additional experiments, we have used
the TREC 9 10-gigabyte web track with queries 451–
500, from TREC 9. The queries were run on our Lucy
search engine.5 Differences in details such as parsers
can have a marked impact on effectiveness, making it
difficult to exactly reproduce reported experimental
results. Some systems stem words aggressively, oth-
ers do not; some index the content of HTML tags (or
of selected tags); others do not; and there are numer-
ous other variations. (Simple experiments suggested
that using passages in place of whole documents does
not improve effectiveness, however it might be an
interesting topic to revisit, as other work has indi-
cated passages can increase effectiveness (Kaszkiel &
Zobel 2001).) However, our results with Lucy are
highly consistent with those reported by Robertson
and Walker, and we are therefore confident our im-
plementation.

As an example, one pair of parameter values we
investigated was R = 13 and E = 15. As discussed
later, most queries improve with expansion with these
values. For example, query 405 is cosmic events. The
expansion terms are

cobe cosmologists asteroids asteroid galaxies
astronomers astronomy explorer astronomi-
cal particle particles nasa dust earth space

for which average precision increases from 0.0612 to
0.2360, and the recall increases from 13 to 30 doc-
uments. Most of the expansion terms are specific

5Lucy is a prototype search engine being developed at RMIT

by the Search Engine Group. The primary aim in developing Lucy

is to test techniques for efficient information retrieval. Lucy is

available from http://www.seg.rmit.edu.au/lucy/
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Figure 3: On the left, parameter pairs for each query where expansion achieves maximum average precision.
On the right, the best 100 parameter pairs in descending mark size for each query.

to that topic and narrow down the search, espe-
cially given that the original query is fairly general.
Note that we chose not to use stemming, because the
query expansion process automatically identifies vari-
ant forms of words, and simplistically introducing fur-
ther variants would be unlikely to be helpful.

In contrast, consider query 441, lyme disease. The
expansion terms are

spirochetes syphilis ticks neurological tick
arthritis antibiotics deer conn infected infec-
tion symptoms diseases patients blood

and average precision falls from 0.6261 to 0.5523. In
this case query expansion degrades the query, by in-
troduction of low-relevance and general terms. The
decline in average precision is not large, but it is cer-
tainly clear that for these parameters query expansion
is unhelpful.

4 Exploring query expansion

Our long-term research aim is to find ways of improv-
ing query expansion, in particular to make it more
robust. As an initial step, we explored the choice of
values for parameters R and E, which have been held
constant in previous work.

In our first experiment, on the TREC 8 data, we
explored all combinations of R and E from 1 to 100,
that is, we explored the effect of varying the number
of documents used for expansion terms and the num-
ber of expansion terms chosen. For each of the 10,001
combinations, we ran all 50 queries and measured av-
erage precision.

Results are shown in the left-hand graph in Fig-
ure 1. In this graph, the darker the area, the greater
the increase in average precision compared to no ex-
pansion. Thus, very roughly, the greatest improve-
ment was seen for R between 8 and 16, and for E
between 7 and 42. Choosing R of around 50 also
gave good results. The vertical stripes correspond
to places where average precision for a single query
was dramatically improved (or degraded) by retrieval
of an additional document with excellent (or awful)

terms. On the other hand, sensitivity to the number
of expansion terms is low.

The original expansion parameters of R = 10 and
E = 25 are just within the dark “best” area. The
average precision at this point is 0.254, up from 0.216
with no expansion. These are not quite the best
choices; R = 13 and E = 15 gave slightly better re-
sults overall, of 0.260. However, the original values
are impressively close to these settings.

Contrasting results are shown in the right-hand
graph in Figure 1, for the TREC 9 10-gigabyte web
collection. Expansion has on average been much less
successful, with little overall improvement observed.
The best effectiveness was at R = 98 and E = 4
(which is not in the neighbourhood of other success-
ful points), and was only a slight improvement on
effectiveness without expansion. Indeed, even at this
point most queries were better without expansion.

A possible explanation for why the expansion
method used in this paper works with the TREC 8
collection but not with the TREC 9 collection is
that TREC 8 consists of newswire articles, whereas
TREC 9 is made up of web data. The former consists
of carefully reviewed text with a relatively controlled
vocabulary on one particular topic, whereas web data
is usually interspersed with links and other informa-
tion that is on a diverse range of topics. The language
in web data is often erratic and text commonly serves
only to describe or otherwise accompany images, ta-
bles, or other items that are infrequent in newswire
data.

Although this approach to QE does not lead to
higher effectiveness on TREC 9 data, other methods
are more successful. Our recent study suggests that
using query associations (Scholer & Williams 2002) as
a source of expansion terms leads to greater accuracy
(Billerbeck, Scholer, Williams & Zobel 2003).

On the other hand, this method is not applicable
in an environment like that of TREC 8, for which
there is no suitable collection of queries from which
query associations could be constructed. This seems
to suggest that no one particular method of query ex-
pansion can be used to expand queries on all possible
collections.
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Figure 4: Average precision at 1000 documents ranked with different parameter settings shown. TREC 8 is
shown on the left and TREC 9 is on the right.

Further issues with these results can be seen in
Figure 2, which shows the parameters at which ex-
pansion is beneficial for two queries. For query 405,
it can be seen that, in terms of average precision,
expansion outperforms the unexpanded query for al-
most any parameter pair (in the region of the graph).
For query 440, however, expansion is only beneficial
at very limited numbers of parameter pairs; for al-
most all other combinations of those parameters, the
query gets degraded.

However, most of the difficult-to-expand queries
do have sets of parameters at which expansion is
beneficial. Although one of the adhoc queries from
TREC 9 could not be expanded at all, for all other
queries at least some parameter pairs were found at
which average precision was improved.

Interestingly, neither the default (R = 10, E = 25)
nor the optimal (R = 13, E = 15) parameter set-
tings are particularly effective for either of these two
queries. It can also be seen that parameter pairs that
work well for the one query don’t work anywhere near
as well for the other. Query 405 is best with (11,65),
with average precision 0.3170, while query 440 is best
with (61,4), with average precision 0.1240. Using
(61,4) on query 405 gives average precision of 0.1193,
worse by almost a factor of three; using (11,65) for
query 440 gives 0.0149, worse by a factor of 9. This
phenomenon can be observed for most of the pairs of
queries.

More generally, the best expansion parameters
vary wildly between queries, as illustrated in Figure 3,
which on the left shows the optimal parameter pair
for each of the 50 queries. If QE was applied with
the optimal parameters for each query, the average
precision would increase to 0.330 from 0.260, the best
result observed when the same parameters are used
for all queries.

The graph on the right of Figure 3 shows 100 co-
ordinates with the highest average precision with de-
scending mark sizes for each of the 50 queries. Most
top coordinates for each query are clustered around
the top spot (shown on the left hand side). Coordi-

nates associated with a individual query are clustered
in one of three possible ways:

• They are located along the x-axis, which means
that a particularly important term is found (of-
ten in a specific document and therefore the cor-
responding streak starts at a certain x position);

• Similarly to the above, they are located along the
y-axis, which means a document that has partic-
ularly good expansion terms has been added to
the list of documents used for expansion; or

• A combination of both where coordinates are
more closely centred on a particular coordinate.

The coordinates of a query where average precision
has greatly changed (either improved or decreased)
are likely to be arranged in one of the first two ways.

Intuition suggests that queries that are effective
prior to expansion should be good candidates for QE,
since many relevant documents with well-suited ex-
pansion terms are used as sources in the QE process.
This intuition is strengthened by the observation that
QE based only on relevant documents in the top R is
superior to QE based on all documents, as we have
seen in our experiments and as reported for example
by Mano & Ogawa (2001). However, we found that
there is no relationship between the average precision
that the original query achieves and by how much QE
improves average precision. Using the Pearson prod-
uct moment correlation, no correlation was found be-
tween the improvement of average precision through
query expansion and the average precision of the orig-
inal query. This is illustrated in Figure 5, for which
the Pearson product moment correlation rejects the
null hypothesis of correlation between the two axes of
the graph.

There is also an argument to be made for the con-
verse: queries that did not perform well to begin with
have greater scope for improvement through expan-
sion. This also is not supported by the Pearson prod-
uct moment correlation.
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Figure 5: Improvement through QE versus average
precision of original query.

An interesting question is then whether some prop-
erty of the original query can be used to predict
whether expansion will be effective. We explored a
range of query metrics, but without clear success.
These included the similarity score of the documents
fetched in the original ranking; a measure of how dis-
tinct these documents were from the rest of the col-
lection; specificity of the query terms; and an approx-
imation to query clarity (Cronen-Townsend, Zhou &
Croft 2002). None of these was effective.

Classification of queries – such as that by Broder
(2002) into navigational, informational, and transac-
tional – and using the hypothesis that only informa-
tional queries are expandable might lead to improve-
ments. Employing an automatic query classification
scheme (Kang & Kim 2003) makes selective expan-
sion feasible and warrants further investigation in the
future.

Per-query improvements in average precision due
to QE are shown in Figure 4. The baseline (at 0.0)
is the performance without expansion achieved by
Lucy. The next line is the change in effectiveness
from Lucy using the standard Robertson-Walker pa-
rameters, and the next is the change using the best
parameters for that collection. The solid line is the
performance with optimal parameters per query.

For the TREC 8 data, the standard parameters
and best parameters are little different. However,
choosing optimal parameters per query gives much
greater effectiveness. For TREC 9, the standard
parameters are very poor, with around half of the
queries degraded and less than a third improved.
The best parameters give much better performance;
a small number of queries are degraded, but only
slightly. With choice of the best parameters per
query, all but 10 queries improve to some degree.

Sakai & Robertson (2001) have suggested varying
parameters per query by classifying queries into one
of 10 bins according to measures such as the similar-
ity score of the highly-ranked documents. As we did
not observe any correlation between such scores and
improvements due to expansion, we are not convinced
that such a strategy is likely to be successful.

Carpineto et al. (2001) experimented with vary-
ing R for some fixed E, and with varying E for some
fixed R, considering the impact on average effective-
ness for two data sets. They conclude that some limit
on the number of expansion terms is warranted, but
did not observe that the various settings had differ-
ent impact on different queries. Our work generalises
their results.

5 Conclusions

Query expansion is a successful method for improv-
ing the effectiveness of an information retrieval sys-
tem, particularly for cases where there is a vocabulary
mismatch between query and relevant document. Ex-
pansion is most successful when the documents that
match the original query include topic-specific terms
that can be automatically identified and then used to
fetch further documents. For some queries, however,
automatic expansion can introduce irrelevant terms
that degrade effectiveness.

Furthermore, the precision of an expanded query
of a certain proportion of queries is greatly increased
or decreased, to the point where differences are ap-
proaching 50% in absolute terms. Surprisingly, the
success or failure is often determined by a single ex-
pansion term, while most expansion terms have al-
most no effect on the query at all.

We have quantified the performance of a successful
query expansion technique, by exploring behaviour as
parameters are varied. This exploration has identified
an upper bound on the improvement available via the
Okapi approach to query expansion on two test col-
lections, and showed that use of fixed parameters for
all queries can be significantly improved upon.

We have identified that query expansion is much
less reliable than previously suggested in the relevant
literature. Despite the positive results reported in
many previous papers, in our experiments query ex-
pansion failed on many queries and behaviour was
highly inconsistent from collection to collection.

What is not clear is how the parameters should
be chosen. We have preliminarily explored a range
of options, but have not identified a metric that pro-
vides a method for guiding expansion. We are explor-
ing how to use the results in this paper to develop
new techniques for robust query expansion, as well
as techniques for predicting whether expansion will
be of value. Nonetheless, with appropriate parameter
choices QE is a successful way of enhancing the ef-
fectiveness of queries, particularly on collections with
consistently-written documents.
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