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Abstract

The mixed database workloads generated by enterprise applications can be categorized into short-running transactional as well as long-running analytical queries with resource-intensive data aggregations. The introduction of materialized views can accelerate the execution of aggregate queries significantly. However, the overhead of materialized view maintenance has to be taken into account and varies mainly depending on the ratio of queries accessing the materialized view to queries altering the base data, which we define as insert ratio. On the basis of our constructed cost models for the identified materialized view maintenance strategies, we can determine the best performing strategy for the currently monitored workload. While a naive switching approach already improves the performance over staying with a single maintenance strategy, we show that an adaptive aggregate maintenance approach with inclusion of the workload history and switching costs can further improve the overall performance of a mixed workload. This behavior is demonstrated with benchmarks in a columnar in-memory database.

1 Introduction

Despite the accustomed association of online transactional processing (OLTP) and online analytical processing (OLAP) with separate applications, a modern enterprise application executes a mixed workload with both – transactional and analytical – queries [19, 20]. For example, within the available-to-promise (ATP) application, the OLTP-style queries represent product stock movements whereas the potentially very resource-intensive OLAP-style queries aggregate over the product movements to determine the earliest possible delivery date for requested goods by a customer [24]. To speed up the execution of OLAP-style queries with aggregates, a technique called materialized views has been proposed [23]. Throughout this paper, we use the term materialized aggregate for a materialized view whose creation query contains aggregations [22]. Accessing tuples of a materialized aggregate is always faster than aggregating on the fly. But the main drawback of introducing materialized views is the process of view maintenance which is necessary to guarantee consistency when the base data is changed [10]. Especially in mixed workload environments, where transactional throughput must be guaranteed, a downtime due to materialized view maintenance is not acceptable.

In-memory databases (IMDB) such as SAP HANA [19], Hyrise [9] or Hyper [13] are able to handle mixed workloads comprised of transactional and analytical queries on a single system. In contrast to traditional databases, their storage is separated into a read-optimized main storage and a write-optimized delta storage. Since the main storage is highly-compressed and not optimized for inserts, all data changes of a table are propagated to the delta storage to provide high throughput. Periodically, the delta storage is combined with the main storage in a process called merge operation [14].

This new storage architecture has implications on existing materialized view maintenance approaches which we have evaluated in our recent work [15]. We showed that IMDBs with a main-delta architecture are well-suited for a novel view maintenance strategy called merge update [15, 18]. Because of the main-delta separation, the materialized aggregates do not have to be invalidated when new records are inserted to the delta storage because the materialized aggregates are only based on data from the main storage. To retrieve the consistent, final query result, the newly inserted records of the delta storage are aggregated on the fly and are combined – using a SQL UNION statement – with the materialized aggregate table. While the merge update strategy outperforms other view maintenance strategies for workloads with high insert ratios, it is not the ideal choice for all workloads. Based on this premise, we showed in [17], that switching between materialized view maintenance strategies can increase the overall performance compared to staying with a single strategy. In this paper, we contribute by proposing more advanced switching approaches that include a smoothing of the monitored workload patterns and take switching costs into account. Further, we evaluate how these approaches can be applied to multiple materialized aggregate tables.

Although we assume that our findings can be transferred to a wide range of enterprise applications, we use the available-to-promise (ATP) application as it provides a mixed workload varying between high select ratios (when checking for possible delivery dates) and high insert ratios (stock movements) [24]. In our implementation, ATP relies on a single, denormalized table called Facts that contains all stock movements in a warehouse including past and future orders (Table 5a). Every movement consists of an unique transaction identifier, the date, the id of the product being moved, and the amount. The amount is positive if goods are put in the warehouse and negative if goods are removed from the warehouse. The materialized
aggregate based on this table is called Aggregates (Table 5b). The aggregate groups the good movements by date and product and sums up the total amount per date and product. The ATP application does not consider physical data updates and uses an insert-only approach. Logical deletes and updates are handled through differential inserts. We further manually define the materialized views and do not address the view selection problem [11] in the scope of this paper. We focused on the sum aggregation function as this is the dominant aggregate function for the TPC-H benchmark 1.

The remainder of the paper is structured as follows: Section 2 gives a brief overview of related work. Section 3 explains view maintenance strategies in detail and describes workload patterns that motivate our research about switching maintenance strategies. Section 4 outlines algorithms for maintenance strategy switching before Section 5 benchmarks these and discusses the results. Section 6 provides an outlook on future work and concludes the paper with our main findings.

2 Related Work

Gupta gives a good overview of materialized views and related issues in [10]. Especially, the problem of materialized view maintenance has received significant attention in academia [6, 4]. Database vendors have also investigated this problem thoroughly [3, 25] but besides our earlier work [15], there is no work that evaluates materialized view maintenance strategies for mixed workloads. Instead, most of the existing research is focused on data warehousing environments [26, 1, 12, 16] where maintenance downtimes may be acceptable. Consequently, available DBMS only provide static view maintenance and support basic view maintenance strategies.

Chaudhuri et al. highlight in [7] the importance of automated physical database design including indexed and materialized view selection based on changing workloads. Agrawal et al. extend the definition of a workload by not only considering the ratios of query types within a workload, but also their sequence [2]. However, neither of them do address the problem of materialized view maintenance and how the optimal maintenance strategy can be chosen based on a changing workload.

3 Aggregate Maintenance Strategies

In [15], various aggregate maintenance strategies were presented and evaluated. It was shown that the insert ratio of a workload has the biggest influence on the execution performance. Figure 1 shows the aggregate maintenance and access times of different maintenance strategies for workloads with different insert ratios.

Table 1: Definition of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_{total}</td>
<td>Total number of queries</td>
</tr>
<tr>
<td>N_{insert}</td>
<td>Number of insert queries</td>
</tr>
<tr>
<td>N_{select}</td>
<td>Number of select queries</td>
</tr>
<tr>
<td>N_{delta}</td>
<td>Number of records in delta storage</td>
</tr>
<tr>
<td>R_{select}</td>
<td>Select ratio</td>
</tr>
<tr>
<td>R_{insert}</td>
<td>Insert ratio</td>
</tr>
<tr>
<td>T_{select}</td>
<td>Time to select the aggregate</td>
</tr>
<tr>
<td>T_{delta}</td>
<td>Time to aggregate the delta storage</td>
</tr>
<tr>
<td>T_{maintenance}</td>
<td>Time to maintain the aggregate</td>
</tr>
<tr>
<td>T_{union}</td>
<td>Time to union two results</td>
</tr>
<tr>
<td>T_{dict}</td>
<td>Time to read from the dictionary structure</td>
</tr>
</tbody>
</table>

Figure 1: Aggregate maintenance and access time of different maintenance strategies for workloads with different insert ratios.

3.1 Smart Lazy Incremental Update

Using the smart lazy incremental update (SLIU) strategy, the maintenance is done when processing selects querying the materialized aggregate. Thereby, the where-clause of the query is evaluated and only aggregates contained in the result set are maintained. Hence, after processing a select, the requested aggregates are up to date. In order to be able to maintain the aggregate during a select, one has to store the changes caused by inserts since the last maintenance point. This is done in a dictionary, called proxy structure, storing the difference between the materialized aggregate and the current correct aggregate for each combination of grouping values.

Table 2 shows the starting point of a SLIU maintenance scenario with a materialized view containing fresh aggregates based on the base table (c.f. Tables 2a, 2b). The corresponding proxy structure, shown in Table 2c, is empty.

Incoming inserts are not immediately included in the materialized aggregate (c.f. Table 3b). The resulting changes for the aggregate are temporarily stored in the proxy structure as shown in Table 3c.

When querying the aggregates table, the maintenance is triggered. Thereby, only requested aggregates are updated using the proxy structure. Af-
Table 2: SLIU maintenance: setup

(a) Snapshot of initial base table

<table>
<thead>
<tr>
<th>ID</th>
<th>Date</th>
<th>Prod</th>
<th>Amt</th>
<th>ID</th>
<th>Date</th>
<th>Prod</th>
<th>Amt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1/1/2013</td>
<td>1</td>
<td>100</td>
<td>1</td>
<td>1/1/2013</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>1/1/2013</td>
<td>1</td>
<td>-50</td>
<td>2</td>
<td>1/1/2013</td>
<td>1</td>
<td>-50</td>
</tr>
<tr>
<td>3</td>
<td>1/1/2013</td>
<td>2</td>
<td>30</td>
<td>3</td>
<td>1/1/2013</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>1/1/2013</td>
<td>2</td>
<td>60</td>
<td>4</td>
<td>1/1/2013</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>1/2/2013</td>
<td>1</td>
<td>-10</td>
<td>5</td>
<td>1/2/2013</td>
<td>1</td>
<td>-10</td>
</tr>
</tbody>
</table>

(b) Fresh materialized aggregate

<table>
<thead>
<tr>
<th>Date</th>
<th>Prod</th>
<th>SUM(Amt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1/2013</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>1/2/2013</td>
<td>1</td>
<td>-10</td>
</tr>
<tr>
<td>1/1/2013</td>
<td>2</td>
<td>90</td>
</tr>
</tbody>
</table>

(c) Empty proxy structure

<table>
<thead>
<tr>
<th>Key</th>
<th>Date</th>
<th>Prod</th>
<th>SUM(Amt)</th>
</tr>
</thead>
</table>

After selecting the aggregates for product 1, the corresponding aggregates are up-to-date and the proxy structure contains no entries for those grouping values with product 1 (c.f. Tables 4a, 4b).

Equation 1 shows the costs for a single query using SLIU. The first summand describes the costs for read accesses on the materialized aggregate. $T_{select}$ is the average time for a single read of an aggregate. This time is multiplied by the select ratio $R_{select}$ to weight the costs, since they are not required for inserts. The costs to maintain the aggregate are calculated by the second summand. The costs of a single maintenance activity are $T_{dict} + T_{maintenance}$. The number of single maintenance activities increases with an increasing insert ratio $R_{insert}$, since each insert demands a maintenance activity when the corresponding aggregate is requested. However, with an increasing number of inserts, the maintenance process can be optimized. The calculation of the whole maintenance costs is therefore divided into two scenarios. With an insert ratio $R_{insert}$ smaller than or equal to 0.5, the maintenance costs $R_{insert} \times (T_{dict} + T_{maintenance})$ are linear. With an insert ratio greater than 0.5, the average maintenance costs decrease due to two facts. First, the possibility of combining multiple values in the proxy structure with the same grouping attributes. Second, a "bulk" maintenance where all relevant values from the proxy structure are processed together. This improvement is expressed by the optimization function in Equation 2.

$$cost_{SLIU} = R_{select} \times T_{select} + \text{optimization}(R_{insert}) \times R_{insert} \times (T_{dict} + T_{maintenance})$$  \hfill (1)

$$\text{optimization}(x) = \begin{cases} 1 & 0 \leq x \leq 0.5 \\ 2 - 2x & 0.5 < x \leq 1 \end{cases}$$  \hfill (2)

Table 3: SLIU maintenance: after three inserts

(a) Snapshot of base table after three inserts

<table>
<thead>
<tr>
<th>ID</th>
<th>Date</th>
<th>Prod</th>
<th>Amt</th>
<th>ID</th>
<th>Date</th>
<th>Prod</th>
<th>Amt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1/1/2013</td>
<td>1</td>
<td>100</td>
<td>1</td>
<td>1/1/2013</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>1/1/2013</td>
<td>1</td>
<td>-50</td>
<td>2</td>
<td>1/1/2013</td>
<td>1</td>
<td>-50</td>
</tr>
<tr>
<td>3</td>
<td>1/1/2013</td>
<td>2</td>
<td>30</td>
<td>3</td>
<td>1/1/2013</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>1/1/2013</td>
<td>2</td>
<td>60</td>
<td>4</td>
<td>1/1/2013</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>1/2/2013</td>
<td>1</td>
<td>-10</td>
<td>5</td>
<td>1/2/2013</td>
<td>1</td>
<td>-10</td>
</tr>
</tbody>
</table>

(b) Materialized aggregate

<table>
<thead>
<tr>
<th>Date</th>
<th>Prod</th>
<th>SUM(Amt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1/2013</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>1/2/2013</td>
<td>1</td>
<td>-10</td>
</tr>
<tr>
<td>1/1/2013</td>
<td>2</td>
<td>90</td>
</tr>
</tbody>
</table>

(c) Proxy structure

<table>
<thead>
<tr>
<th>Key</th>
<th>Date</th>
<th>Prod</th>
<th>SUM(Amt)</th>
</tr>
</thead>
</table>

Algorithm 1 Tear down for smart lazy incremental update strategy

1: procedure SLIU_Tear_Down(mat_aggregate)
2: for all rows row in the proxy_structure of mat_aggregate do
3: \text{update the value of the mat_aggregate table at row.key by row.value}
4: end for
5: delete proxy_structure
6: end procedure

**Setup** A proxy structure has to be created to store the temporary changes caused by inserts.

**Tear down** All records from the proxy structure have to be included into the materialized aggregate. Algorithm 1 explains the required steps in detail.

3.2 Merge Update

The merge update (MU) strategy leverages the existence of a delta storage in a columnar IMDB. Using this strategy, the materialized aggregate always consists of the aggregated main storage. Values from the delta storage, which have been inserted after a merge operation, are not included in the materialized aggregate. Instead, when querying the aggregate, the data stored in the delta is aggregated on the fly and combined with the materialized aggregate to represent the fresh aggregate. With each merge operation [14], the values from the delta storage are aggregated and the materialized aggregate table is updated accordingly.

Table 5a shows a table consisting of a main and delta storage. The materialized aggregate (c.f. Table 5b) stores the values of the main storage. When querying the aggregate, the result (c.f. Table 5c) is calculated by combining the materialized aggregate with the on the fly aggregated delta.
After a strategy switch to MU, the materialized aggregate stays the same. The introduced parameters, e.g. time for a select \( T_{select} \) and time to maintain the aggregate \( T_{maintenance} \) depend on the underlying hardware. The calibrator introduced in [15] helps to determine these values.

### 3.3.1 Random Walk

Enterprise workloads differ and cannot be described by a single workload pattern. To match many different scenarios, we use a configurable randomized workload. The insert ratio of the workload randomly increases or decreases after constant time frames. Configuration parameters influence the exact behavior, e.g. how fast the insert ratio changes or how high the probability of consecutive phase with insert ratio increases respectively decreases are. Additionally, upper and lower bounds of the ratio can be set. This way, we can setup highly unpredictable workloads to test our switching strategies.

**Table 4: SLIU maintenance: after querying product 1**

<table>
<thead>
<tr>
<th>Aggregates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
</tr>
<tr>
<td>1/1/2013</td>
</tr>
<tr>
<td>1/2/2013</td>
</tr>
<tr>
<td>1/1/2013</td>
</tr>
</tbody>
</table>

**Algorithm 2 Tear down for merge update strategy**

1. **procedure** `MU_Tear_Down(mat_aggregate)`
2. `base_table ← (get the base table of mat_aggregate)`
3. `delta ← (get all rows in delta of base_table)`
4. `aggr_delta ← (aggregate the rows in delta as per mat_aggregate create statement)`
5. `combine mat_aggregate table with aggr_delta`
6. **end procedure**

The merge update strategy only creates costs when requesting an aggregate. However, since it has to access the delta storage, these costs are higher compared to an aggregate access using SLIU and therefore have to be included. Equation 3 shows the costs \( T_{select} \) for accessing the aggregate, \( T_{delta} \) for aggregating on the delta and the costs to combine both results \( T_{union} \).

\[
costs_{MU} = R_{select} \times (T_{select} + T_{delta} + T_{union}) \quad (3)
\]

**Setup**

After a strategy switch to MU, the materialized aggregate is up to date and therefore includes all records of the main and delta storage. Hence, the values from the delta storage have to be subtracted from the materialized aggregate, so that it only contains aggregated main storage records. Alternatively, a merge can be performed to combine the records of the delta storage and the main storage. In that case, the materialized aggregate stays the same.

**Tear down**

The values from the delta storage have to be included into the materialized aggregate. This is done by aggregating the records of the delta storage and combine it with the materialized aggregate. Algorithm 2 explains the process in detail.

The introduced parameters, e.g. time for a select \( T_{select} \) and time to maintain the aggregate \( T_{maintenance} \) depend on the underlying hardware. The calibrator introduced in [15] helps to determine these values.

### 3.3 Workloads

Workloads are characterized by queries differing in type and complexity. As our research focuses on aggregate maintenance, we study workloads containing queries that request or change aggregates. Our models distinguish two kinds of queries: single inserts changing the base table and selects querying single aggregate values. Resulting, the workload can be described by the terms `insert ratio` respectively `select ratio`. The insert ratio \( R_{insert} \) specifies the number of insert queries in relation to the total number of queries (Equation 4). Consequently, the select ratio is \( 1 - R_{insert} \). These ratios change during a workload depending on the business application.

\[
R_{insert} = \frac{N_{insert}}{N_{total}} \quad (4)
\]

\[
R_{select} = 1 - R_{insert} \quad (5)
\]

There is no typical workload for enterprises as they have different business applications implying different database schema and queries. We use a randomized workload pattern, called random walk, as general pattern for enterprise workloads. Additionally, more regular patterns like periodic, linear and hard switching changes are employed. In the following, we characterize these patterns with its configuration parameters.

**Table 5: MU: calculation of the fresh aggregate**

<table>
<thead>
<tr>
<th>(a) Snapshot of base table</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) Materialized aggregate: based on main storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
</tr>
<tr>
<td>1/1/2013</td>
</tr>
<tr>
<td>1/2/2013</td>
</tr>
<tr>
<td>1/1/2013</td>
</tr>
<tr>
<td>1/1/2013</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c) On the fly calculated fresh aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
</tr>
<tr>
<td>1/1/2013</td>
</tr>
<tr>
<td>1/2/2013</td>
</tr>
<tr>
<td>1/1/2013</td>
</tr>
<tr>
<td>1/1/2013</td>
</tr>
</tbody>
</table>
3.3.2 Periodic Pattern
The periodic pattern is the first regular workload behavior. The insert ratio behaves like a sinus curve: it periodically increases to the configured maximum and decreases to its minimum. The periodic pattern can be further configured with the length of period and the amplitude. This pattern can match a typical customer-based workload with peaks during the day and lows during the night.

3.3.3 Linear Pattern
The insert ratio increases respectively decreases linearly. It is beside the hard switching pattern a simple changing behavior of the insert ratio. This pattern does not reflect any specific business application. It is rather used to show the benefit of switching the maintenance strategy in a simple scenario. However, linear insert ratio changes are often part of more complicated enterprise workloads.

3.3.4 Hard Switching Pattern
The insert ratio of the hard switching pattern jumps between certain values. The time of a constant ratio value can be configured. This pattern can reflect extreme changes of workloads. Enterprises with hourly batch jobs and businesses with several query peaks per day have workloads matching this pattern.

3.3.5 Examples
Figure 2 shows an example for each workload patterns. The linear pattern has a constantly decreasing insert ratio. The periodic pattern consists of two sinus periods with an amplitude between 0 and 1. The hard switching pattern jumps between 0.3 and 0.6. The random walk starts at 0.5, goes up to 0.8 and stays between 0.1 and 0.5 in the second half. Compared to the other three examples, the insert ratio of the random walk is not smooth. Additionally, the break-even point of the merge update and smart lazy incremental update strategy is included (cf. Section 3).

3.4 Multiple Materialized Aggregates
In [15], we have concentrated our work on a single materialized aggregate. However, enterprise applications typically work with multiple materialized aggregates depending on the current scenario.

Figure 3 shows the architecture of SanssouciDB [21]. Each column table can have multiple materialized aggregates. Each aggregate has meta information and its own maintenance strategy. This independence is important for our materialized aggregate engine and the switching strategies. As a result, the engine is able to choose the optimal maintenance strategy for each aggregate individually. The required information about the number of accesses on the aggregate and the number of modifications is therefore stored in the meta information.

Figure 4a shows the SQL statements of three materialized aggregates: Aggregates_Total, Aggregates_Q3 and Aggregates_2013. They all have the same base table Facts. The first aggregate has two grouping attributes and no where clause, meaning that all new inserts affect the aggregate. The second aggregate has a where clause including a date (year 2013) and an amount filter. In the ATP scenario, amounts greater than 0 refer to incoming products. Therefore, approximately half of the inserts affect the aggregate. The third aggregate has, compared to the previous ones, the most restricted where clause. It has filters on the date (third quarter of 2013) and the amount (all outgoing products). Since the third quarter is already over, only a few inserts queries affect the aggregate.

These three aggregates only represent a subset of the aggregates that real enterprises have.

Figure 4b shows one example for an insert query and one example for accessing the aggregate.

4 Maintenance Strategy Switching
As shown in Figure 1, changing insert ratios imply a change of the maintenance performance. Hence, it is preferable to change the maintenance strategy according to workload changes. [17] presented a simple switching algorithm henceforth called naive switching. It was shown that naive switching outperforms static maintenance strategies for workloads with varying insert ratios. However, naive switching with certain configurations can be unfavorable for workloads with insert ratios oscillating around the break-even point. That is why, new switching algorithms are introduced to avoid unnecessary maintenance strategy switches which can decrease the overall performance.

4.1 Naive Switching
Naive switching follows the idea to switch to the best performing strategy as early as possible. Therefore, it monitors the current workload for a configurable number of queries called window. The number of inserts and selects is counted. When the end of a window is reached, the number is divided by the window size to calculate the ratios. Given the insert ratio,
The optimal maintenance strategy can be obtained by evaluating the cost functions of the single strategies. The naive strategy switches to the best performing strategy after each end of a window. The window size thereby controls two things: On the one hand, how long a maintenance strategy stays active until the next switch is possible, namely at least during the next window. On the other hand, how precise the calculated insert ratio is, because the greater the window the more precise the insert ratio.

In the following, the naive switching algorithm is explained in detail using the example workload in Figure 5a. Assume that the workload starts with SLIU as configured maintenance strategy. In the first window, an insert ratio of 0.3 is measured, meaning SLIU was the optimal maintenance strategy for the first window. That is why, SLIU is used for the second window, too. However, the insert ratio of the second window is 0.5 so that MU would have been the better choice. Hence, naive switching changes the maintenance strategy for the third window. For the windows three to six, MU stays the optimal maintenance strategy. Resulting, naive switching keeps MU until the seventh window. At the end of window seven, an insert ratio of 0.3 is measured and the used maintenance strategy is changed back to SLIU. Summarizing, the maintenance strategy is changed twice: after the second and seventh window. The workload was not executed with the best performing strategy during window two and seven.

The naive switching algorithm evaluates only the last window and does not consider the costs for switching to the optimal strategy. Hence, it is not the best switching strategy for specific benchmark scenarios, especially when the optimal aggregate maintenance strategy changes for each window. Figure 5b shows such a workload. Naive switching reacts on each workload change. However, since it takes one window to adjust the maintenance strategy, a non-optimal strategy is used for each window.

### 4.2 History-Aware Switching

History-aware switching is an extension to the naive switching strategy. It includes not only the insert ratio of the last window to calculate the optimal maintenance strategy, but also the insert ratios of lapsed windows. By including multiple windows, history-aware switching calculates a smoothed insert ratio. In this way, unnecessary switches in the case of strongly varying workloads can be prevented. History-aware switching uses Brown’s simple exponential smoothing [5].

\[
s_1 = x_0 \\
\alpha x_t + (1 - \alpha)s_{t-1}
\]

\[0 < \alpha < 1\]

Given a starting value \(x_0\) and a smoothing factor \(\alpha\), a smoothed value \(s_t\) is calculated based on the previous input \(x_{t-1}\) and the previous smoothed value \(s_{t-1}\) (Equation 6). The smoothing factor \(\alpha\) determines the level of smoothing. The bigger \(\alpha\), the lower the level of smoothing. \(\alpha\) can be chosen based on the level of information that is known in advance, e.g. historic data from previous days or weeks.

### 4.3 Cost-Aware Switching

Switching between two maintenance strategies creates tear down and setup costs as explained in Section 3. Neither naive nor history-aware switching consider these costs. Cost-aware switching takes the costs to switch to another strategy into account to prevent switches, which waste more time for switching than they gain for optimized maintenance performance. As soon as another strategy is faster than the current strategy, the cost difference between the current strategy and the other strategy is added to the savings data structure. In case the savings are smaller than the switching costs, nothing changes. In the other case when the savings are greater than the switching costs, the system switches to the new strategy and the data structure is reset.

### 5 Evaluation

To evaluate our presented concepts, we implemented the materialized aggregate engine in SANSsouciDB [21] but we believe that they can be applied to other columnar IMDBs with a main-delta architecture such as SAP HANA [8]. Figure 3 illustrates the architecture of our implementation. The column store engine represents the persistence layer and contains the column table with its main and delta storage. The novel materialized aggregate engine is on top and is responsible for creating and maintaining materialized aggregates. All logic for the maintenance strategies as well as the switching strategies is included there.

For our benchmarks, we used a data set of an ATP scenario that is based on customer data which we parametrized to generate different workload characteristics and patterns. The base table size for all benchmarks is 1M records. We have chosen this size for faster data imports and because the base table...
The insert ratio passes the break-even point twice.

(a) The insert ratio jumps between 0.1 and 0.4.

(b) Figure 5: Workloads with changing insert ratios.

Algorithm 3  Saving cost calculation

1: switching_costs ← (define switching costs for strategies)
2: savings ← (initialize savings for all strategies)
3:  
4: procedure CALCULATE_SAVINGS(costs_of_last_interval)
5:     current_strategy ← (get current strategy)
6:     fastest_strategy ← (retrieve fastest strategy from costs_of_last_interval)
7:     savings_per_strategy ← (get current savings)
8:     if current_strategy is fastest_strategy then
9:         (reset savings to 0)
10:    else
11:        (update savings_per_strategy with the cost delta of current_strategy and fastest_strategy)
12:        savings ← (savings for fastest_strategy from savings_per_strategy)
13:        if savings for fastest_strategy are greater than switching_costs then
14:            (switch to fastest_strategy)
15:            (reset savings to 0)
16:        end if
17:    end if
18: end procedure

5.1 Multiple Views

In Section 3.4, we have explained the need for multiple materialized aggregates in one system and on one table. The benchmark in Figure 6 evaluates the performance of the switching strategies for three different aggregates. The SQL for the aggregates Aggregates_Total, Aggregates_2013 and Aggregates_Q3 is shown in Figure 4a.

The results in Figure 6 show that individual switching strategies for aggregates perform better than static maintenance strategies. Since each aggregate has its own insert ratio caused by different materialized view definitions, the materialized view engine chooses the optimal strategy for each of them.

5.2 Basic Workload Patterns

The following benchmarks are based on our evaluation in [17], where we investigated the performance of a naive switching strategy for individual aggregates. Figure 7 shows the result of benchmarking the linear, periodic and hard switching workload patterns which were introduced in Section 3.3.

Two things can be observed. First, switching is always faster. All three patterns cover most of the insert ratio interval [0-1] and therefore cross the break-even point (see Figure 2). Consequently, switching is faster compared to the non-switching approach. Second, all three switching strategies have nearly the same performance. This is a result of the characteristics of the workload patterns. All patterns are
Figure 7: Performance of the switching strategies for a linear, periodic and hard switching pattern.

relatively simple and have a smooth behavior.

This benchmark only shows one example for each pattern. The characteristics of the three patterns can be varied, e.g. the amplitude of the periodic pattern can be smaller or the difference between the two values for the hard switching pattern can be larger. The more a workload stays on both sides of the break-even point, the greater is the advantage for the switching strategies.

5.3 Random Workloads

To measure the performance of the switching strategies for unpredictable workloads, we used random walks (see Section 3.3.1). Thereby, we varied the interval of possible insert ratios in the way it should influence the advantage of switching strategies:

1. [0, 1] covers the largest possible interval. Switching in this setup should bring the most.
2. [0.2, 0.6] covers the area close to the break-even point. The benefit of switching is expected to be lower.
3. [0.3, 0.8] covers the interval beneficial for MU. The lower boundary crosses the break-even point slightly.
4. [0, 0.5] covers the interval beneficial for SLIU. The upper boundary crosses the break-even point slightly.

Figure 9 includes benchmarks of the four intervals with three workloads each. Figure 9a shows the performance for workloads with the largest possible insert ratio interval ranging from 0 to 1. Switching is 27 percent faster than the fastest non switching strategy. Among the switching strategies, naive and cost-aware perform best. History-aware is slightly slower because of a deferred switching point.

The workloads, whose benchmark results are presented in Figure 9b, have an insert ratio interval of [0.2, 0.6] (i.e. close to the break-even point). As a result, the performance advantage of switching strategies is smaller. The average improvement is approximately 18 percent. The cost-aware and naive switching strategy perform nearly the same.

In Figure 9c, the benchmark results for select-intensive workloads are presented. SLIU outperforms MU. However, its performance is beaten by the switching strategies. During the short period with insert ratios higher than 40 percent, switching strategies change the maintenance strategy to the advantageous MU. The improvement of switching is 10 percent.

Workloads with insert ratios ranging from 0.3 to 0.8 are good for MU (Figure 9e). Again, switching has a slightly better execution time than MU (5 percent), since the workloads contain phases (with insert ratios smaller than 40 percent) where SLIU is the better maintenance strategy.

5.4 Worst Case Analysis

Even though naive switching is often the best approach, we have analyzed the behaviour of the switching strategies in extreme cases. As assumed, we measured that naive switching is not optimal for all workloads.

The workloads 13 to 15 in Figure 10 have an alternating pattern and jump between different insert ratios (0.3/0.8, 0.2/0.8 and 0.3/0.46). In Figure 10d, naive switching is significantly slower than the other two approaches. This is a result of unfavorable switching points due to the short interval for each insert ratio. The cost-aware switching decides not to switch based on the calculated savings (workload 13 and 15). However, in workload 14, the saved costs per interval are bigger than the switching costs and therefore the strategy is switched as in the naive approach. Only the history-aware strategy detects the fluctuating pattern and stays with one maintenance strategy, because the smoothed insert ratio only crosses the break-even point in the beginning and then evens out.

6 Conclusion

This paper introduces advanced algorithms to identify and switch to the optimal aggregate maintenance strategy. It has been shown that the performance of maintenance strategies depends on workload characteristics such as the insert ratio. According to workload changes, it is desirable to switch to the best performing aggregate maintenance strategy. Naive
Figure 8: A visualization of the insert ratios for the workloads benchmarked in Figure 9.

Figure 9: Benchmarks with different insert ratio intervals. Each workload consists of 20k queries.
switching uses a simple algorithm to select the maintenance strategy by following the goal to switch to the best performing strategy as early as possible. However, switching between strategies causes costs and the best performing strategy can often change in a short period of time. The two introduced switching algorithms tackle this issue and reduce the number of unnecessary maintenance strategy switches. To achieve that, they include the history of insert ratios and the costs of strategy switches.

We implemented the introduced switching strategies as part of a materialized aggregate engine in SanssouciDB. The materialized aggregate engine monitors the current workload, evaluates the cost functions and is able to switch to the optimal maintenance strategy. We benchmarked the various aggregate maintenance switching algorithms for workloads with different insert ratio courses. The results reveal that switching between maintenance strategies is beneficial for all identified workloads as it decreases the overall execution time. We evaluated three different switching strategies that reduce the execution time up to 27 percent. Among the different switching strategies, the naive switching strategy performs well. However, for certain workload patterns, the more sophisticated cost-aware and history-aware switching strategies are more beneficial.

As a direction of future work, we plan to employ a machine learning approach that predicts future workload changes and adjusts the materialized view maintenance strategy proactively.
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