Abstract

The dynamic topological order problem is that of efficiently updating a topological order after some edge(s) are inserted into a graph. Much prior work exists on the unit-change version of this problem, where the order is updated after every single insertion. No previous (non-trivial) algorithms are known for the batch version of the problem, where the order is updated after every batch of insertions. We present the first such algorithm. This requires $O(\min\{k \cdot (v+e), ve\})$ time to process any sequence of $k$ insertion batches. This is achieved by only recomputing those region(s) of the order affected by the inserted edges. In many cases, our algorithm will only traverse small portions of the graph when processing a batch. We empirically evaluate our algorithm against previous algorithms for this problem, and find that it performs well when the batch size is sufficiently large.

1 Introduction

A topological order, $ord$, of a directed acyclic graph $D = (V, E)$ maps each vertex to a priority value such that $ord(x) < ord(y)$ holds for all edges $(x, y) \in E$. The Dynamic Topological Order (DTO) problem involves updating a topological order after an edge insertion. In the unit-change version of DTO, the topological order is updated after each edge insertion; in the batch version, the topological order is updated after each batch of insertions. The DTO problem has many applications and has been studied in the context of constraint-based pointer analysis [21, 9], compilation [14, 17], incremental evaluation of computational circuits [2], constraint-based local search algorithms [16], deadlock detection [4], machine-learning [26], and multiple sequence alignment [24, 25, 7]. For example, in constraint-based pointer analysis, topologically ordering vertices and detecting cycles in the (dynamically changing) constraint graph can dramatically reduce solving time [21, 18, 9]. Since many DTO algorithms (including that studied here) extend naturally to dynamic cycle detection [18, 11, 27], such algorithms are key to efficient pointer analysis. Furthermore, in this problem, edges are typically inserted in batches and, hence, there is much to gain from efficient solutions to the batch DTO problem.

Prior Work (Unit Change Problem). In the unit-change problem, the topological order is updated after every edge insertion. A simple approach is to re-compute the topological order from scratch after an edge insertion using a standard topological sort. Using a depth-first search, this yields an $\Theta(v + e)$ time per insertion, where $v = |V|$, $e = |E|$, since every vertex and edge is visited. We can easily improve upon this by first checking whether the inserted edge does, in fact, invalidate the current ordering. In some cases, it will not and, hence, we can avoid work. This gives an $O(v + e)$ runtime, which reflects the fact that some insertions take $\Theta(v + e)$ time, whilst others take $\Theta(1)$ time.

Numerous works have built upon these basic principles to devise more efficient algorithms. In the majority of cases, efficiency is determined by considering an amortised bound on the time taken to process any sequence of $k$ insertions. For example, the cost of inserting $k$ edges using the simple approach outlined above is $O(k \cdot (v + e))$ as, in the worst-case, the cost per insertion is $O(v + e)$.

One of the first works to improve upon this was the algorithm of Marchetti-Spaccamela et al. (henceforth, MNR) [15]. This processes a single edge insertion in $O(v + e)$ time, and any sequence of $k$ insertions in $O(ve)$ time. Their algorithm is based upon the following observation:

Definition 1. Let $D = (V, E)$ be a directed acyclic graph and $ord$ a valid topological order. For an edge insertion $(x, y)$, \(AR_{xy} = \{k \in V \mid ord(y) \leq ord(k) \leq ord(x)\}\). We call $AR_{xy}$ the Affected Region.

Marchetti-Spaccamela et al. showed that only vertices within the affected region need be repositioned to obtain a valid order. Furthermore, whilst the worst-case cost of processing a single insertion is the same as that of the simple approach outlined above, in practice it is very likely that MNR will do much less work as: firstly, both algorithms only do work when the inserted edge invalidates the ordering; secondly, MNR will only visit vertices and edges in the affected region, where as a standard topological sort will always visit every edge and vertex in the graph.

One of the most important works in this area is that of Alpern et al. [2]. They identified a lower bound, $K_{\min}$, for the unit-change problem:

Definition 2. Let $D = (V, E)$ be a directed acyclic graph and $ord$ a valid topological order. For an edge insertion, $x \rightarrow y$, the set $K$ of vertices is a cover if for all $a, b \in V[\{a \rightarrow b \land ord(b) < ord(a) \Rightarrow a \in K \land b \in K\}]$. A cover is minimal, written $K_{\min}$, if it is not larger than any valid cover.

Alpern et al. provided an algorithm (henceforth, AHRSZ) whose runtime for a single edge insertion was bounded by the number of edges adjacent to members of $K_{\min}$. However, they did not provide
an amortised bound on the time to process any sequence of \( k \) insertions. Zhou and Müller improved the space requirements of AHRSZ [29]. Katriel and Bodlaender showed, for a slight variant of AHRSZ, an \( O(\min(k^{3/2} \log v, k^{3/2} + v^{2} \log v)) \) bound on the time to insert \( k \) edges [12]. Liu and Chao obtained a tighter bound of \( O(k^{3/2} + k v^{1/2} \log v) \) for the Katriel-Bodlaender algorithm [13]. Kavitha and Mathew further improved this to \( O(k^{3/2} + k^{2}/v \log v) \). More recently, Haeupler et al. gave yet another variant on the AHRSZ algorithm, and achieved an \( O(k^{3/2}) \) bound on the time to process any sequence of \( k \) insertions [10].

Using a different approach, we developed a simpler algorithm (henceforth, PK) and experimentally showed it to be fastest on sparse random graphs [19, 20]. While this has inferior time complexity, compared with those based on the algorithm of Alpern et al., it does have an important advantage: the AHRSZ algorithm (and subsequent improvements) rely on an ordered-list data structure [8, 5] which suffers from high overheads in practice, and also from being rather difficult to implement. Ajwani et al. also took another approach and obtained an \( O(v^{2/3}) \) bound with a different algorithm, thus improving upon the result of Katriel and Bodlaender for dense graphs [1]. Finally, Bender et al. very recently presented a new algorithm [6] which represents a radical departure from those before, in that it does not maintain an explicit ordering of vertices (which all previous algorithms do). For this, they obtained an \( O(v^{2} \log v) \) time to process any sequence of \( k \) insertions, which improves upon all those before it, particularly for dense graphs.

Prior Work (Batch Problem). The batch version of the DTO problem is slightly more relaxed than the unit-change version. In this case, it is no longer required that the topological order be updated after every edge insertion; instead, edge insertions are packaged into batches, with each batch being processed in one go. Thus, the topological order must be updated after every batch of insertions. While this version of the problem arises in practical problems (see e.g. [18, 22, 23]), there have thus far been no specific solutions for it.

As before, a simple approach is to recompute the topological order from scratch after each batch of insertions (see Algorithm 1). This yields an \( O(v + e) \) bound on the time to process a single batch \( B \) and, hence, takes \( O(k \cdot (v + e)) \) time for a sequence of \( k \) insertion batches.

Another approach is to simply reuse one of the solutions to the unit-change problem. That is, to process a batch of \( b \) insertions as if it were a sequence of \( b \) individual insertions. Since, for each of the previous unit-change algorithms, the worst-case time for a single edge insertion is still \( O(v + e) \), we arrive at a bound of \( O(min(kb \cdot (v + e), ?)) \) for a sequence of \( k \) insertion batches, each of which has at most \( b \) edges. The ? in this bound is a cap on the total cost, as determined by the amortised bound obtained for the unit-change algorithm in question. For example, for MNR, the bound would be \( O(min(kb \cdot (v + e), ve)) \), whilst for the algorithm of Bender et al. [6] it would be \( O(min(kb \cdot (v + e), v^{2} \log v)) \).

We can obtain an even better bound than this by combining both of these approaches together [11]. The idea is simply to run Algorithm 1 in parallel with one of the unit change algorithms when processing a sequence of insertion batches. Then, we simply see which one finishes first and use the topological order it produces (whilst stopping the other immediately). For example, let us consider using MNR here. Since Algorithm 1 takes at most \( O(k \cdot (v + e)) \) for a sequence of \( k \) insertion batches, and MNR takes at most \( O(ve) \) for any insertion sequence, we arrive at a combined worst-case bound of \( O(min(k \cdot (v + e), ve)) \) for the parallel algorithm. This improves upon the worst-case bound of either algorithm in isolation. However, whilst this is certainly better in theory, it is also clear that it is not a particularly practical solution. In particular, there will be much redundant work performed by both algorithms as they are, in fact, operating in a very similar fashion. For example, both will perform depth-first traversals of the graph when, in fact, only one traversal is required. Thus, one desires an algorithm which properly and efficiently combines Algorithm 1 and a unit-change algorithm whilst achieving the same bound without such redundancy.

Our Contribution. At last, we can now discuss the contributions of this paper:

1. We present the first algorithm (henceforth, PK2) which genuinely integrates Algorithm 1 with a unit-change algorithm.
2. We provide a proof of correctness for algorithm PK2.
3. We present results from an empirical comparison of PK2 against other unit-change algorithms. The results indicate the PK2 outperforms the other algorithms when the batch size is sufficiently large.

Algorithm PK2 does not suffer any of the redundancy inherent in the parallel algorithm discussed above. In particular, it never traverses an edge or visits a vertex more than once when processing a batch of edge insertions. It will also process a single edge in worst-case \( O(v + e) \) time, and any sequence of \( k \) batches in worst-case \( O(\min(ve, k \cdot (v + e))) \) time. To achieve this, we build upon algorithm MNR, primarily because it is the simplest of the unit-change algorithms. Nevertheless, the bound we obtain on the time to process \( k \) batches is still better than all previous algorithms, except for the parallel algorithm discussed already. For example, the best unit-change algorithm, due to Bender et al. [6], requires \( O(v^{2} \log v) \) to process a single batch. This is a log factor worse than for our algorithm on dense graphs (i.e. \( e = O(v^{2}) \)), and will be more for sparse graphs (i.e. \( e < O(v^{2}) \)). Finally, we hope that this work will motivate future investigation into the batch DTO problem, which has so far been ignored by others.

2 Algorithm PK2

Before presenting algorithm PK2, we will first review the operation of algorithm MNR, upon which PK2 is based.

2.1 Overview of MNR

The algorithm of Marchetti-Spaccamela et al. [15] employs an array of size \( |V| \) which maps each vertex to a unique integer from \( \{1...|V|\} \). In addition, a second array \( ord^{-1} \) of size \( |V| \) is used, which is the inverse of \( ord \) — it maps each index in the order to the corresponding vertex. For an invalidating edge \((x, y)\),
MNR identifies and removes nodes reachable from $y$ in the affected region using a depth-first search (known as discovery). Then, it traverses the affected region from the bottom, shifting vacant spaces to the top. Nodes previously removed are now placed in their original order back into the vacant slots. Figure 1 illustrates this. MNR requires $O(v+e)$ time to process an edge insertion. The worst-case occurs when the affected region includes $\Theta(v)$ nodes and $\Theta(e)$ edges reachable from $y$. Figure 2 illustrates the first edge, $(Y_1, X_1)$, being processed in a worst-case sequence for MNR. In fact, Marchetti-Spaccamela et al. obtained an $O(v e)$ bound on the total time to process any sequence of insertions for MNR [15]. This caps the total cost of processing a batch; hence, even if $b$ was $\Theta(v^2)$ above (e.g. by allowing those of the form $(Y_i, X_j)$), the runtime would not be $\Theta(v^2e)$ as might be expected. The proof of this relies on a simple observation that, if an edge $v \rightarrow w$ is traversed as a result of an invalidating edge $x \rightarrow y$, then it won’t be traversed again for any other invalidating edge whose tail is $x$. This is because, having processed $x \rightarrow y$, we have $\text{ord}(x) \leq \text{ord}(y)$. $\text{ord}(x)$ and, for any subsequent invalidating edge $x \rightarrow z$, we have $\text{ord}(z) \leq \text{ord}(x)$ (otherwise, it isn’t invalidating).

### 2.2 Overview of PK$_2$

We now present our new algorithm, referred to as PK$_2$ (since we refer to our earlier algorithm as PK [20]), for the batch DTO problem. The algorithm essentially extends MNR to the batch problem and, when the batch size is 1, they operate in an identical fashion. As with MNR, algorithm PK$_2$ employs two arrays, $\text{ord}$ and $\text{ord}^{-1}$, to map nodes to indices and vice-versa. The key feature of algorithm PK$_2$ is that it never visits or shifts a node more than once when inserting a batch of edges (unlike MNR). To achieve this, we must alter our notion of the affected region so that overlapping regions are treated as one — so, although a batch of insertions can still define several affected regions, they are all disjoint and can be processed independently. The following aims to clarify this:

Here, each affected region can be correctly ordered independently of the others, by rearranging its contents. Thus, we extend the definition of an affected region to a batch of overlapping edges by combining their affected regions as follows:

**Definition 3.** Let $D = (V,E)$ be a DAG and $\text{ord}$ a valid topological order. For a set $B$ of overlapping, invalidating edge insertions, the Affected Region is denoted $\text{AR}_B$ and defined as $\{k \in V \mid b \leq \text{ord}(k) \leq t\}$, where $b$ (resp. $t$) is the lowest (resp. highest) index of $\{x \mid (x,y) \in B \lor (y,x) \in B\}$.

### 2.3 Shift Procedure

The first difficulty lies in rearranging an individual affected region without visiting or shifting any node twice. To achieve this goal, we introduce the notion of a shift set as follows:

**Definition 4.** A frontier pair, $(x,d)$, is a pair of nodes in $\text{AR}_B$ where $d \rightarrow x$, $\text{ord}(x) < \text{ord}(d)$ and where $\exists z \in \text{AR}_B, z \rightarrow x \land \text{ord}(d) < \text{ord}(z)$. We refer to $d$ as the destination of $x$.

Informally, a frontier pair $(x,d)$ identifies a vertex $x$ to be reordered and its destination $d$, which is the vertex furthest up the ordering where $d \rightarrow x$. Our algorithm must ensure $x$ is located above $d$ in the final ordering.
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Algorithm 2 \texttt{SHIFT}(i,Q) \hspace{1em} // i is leftmost position in affected region, Q is a shift queue

\begin{verbatim}
1: \textbf{n} = 0 \hspace{1em} // number of nodes temporarily removed from order so far
2: \textbf{while} \textbf{Q} \neq \emptyset \hspace{1em} \textbf{do}
3: \textbf{w} = \textbf{ord}^{-1}(i) \hspace{1em} // \textbf{w} is node at topological index \textbf{i}
4: \textbf{if} \text{vacant}(\textbf{w}) \hspace{1em} \text{then}
5: \textbf{n} = \textbf{n} + 1 \hspace{1em} ; \text{vacant}(\textbf{w}) = \text{false}; \hspace{1em} // reset vacant flag as slot will be occupied by \textbf{w}
6: \textbf{else}
7: \text{allocate}(\textbf{w}, \textbf{w}-\textbf{i}) \hspace{1em} // now insert all nodes associated with index \textbf{i}
8: (\textbf{v}, \textbf{d}) = \text{head}(\textbf{Q})
9: \textbf{while} \textbf{Q} \neq \emptyset \hspace{1em} \text{and} \hspace{1em} \textbf{v} = \textbf{w} \hspace{1em} \text{do}
10: \textbf{n} = \textbf{n} - 1 \hspace{1em} ; \text{allocate}(\textbf{v}, \textbf{w}-\textbf{i}) \hspace{1em} ; \text{pop}(\textbf{Q}) \hspace{1em} ; (\textbf{v}, \textbf{d}) = \text{head}(\textbf{Q})
11: \textbf{i} = \textbf{i} + 1
\end{verbatim}

\textbf{procedure} \text{allocate}(\textbf{v}, \textbf{i})

\begin{verbatim}
12: \text{ord}(\textbf{v}) = \textbf{i} \hspace{1em} ; \text{ord}^{-1}(\textbf{v}) = \textbf{i} \hspace{1em} // place \textbf{v} at index \textbf{i}
\end{verbatim}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{shift.png}
\caption{Illustrating the shift procedure of Algorithm 2 operating on affected region 3 from our running example. The topological order after discovery is shown on the left, where the spaces are slots vacated by nodes now on the shift queue \textbf{Q}. In the middle diagram, the algorithm has begun shifting vertices into the correct position; it has reached the destination of the head element on \textbf{Q}. In the final diagram, we see that \textbf{f} has been placed after its destination \textbf{i}, and the algorithm will proceed to push the vacant spaces up the order.}
\end{figure}

\textbf{Definition 5.} For a set \textit{B} of overlapping, invalidating edge insertions, the shift set is defined as the set of all frontier pairs \((x,d)\) in \textit{AR}_2.

The shift set for Affected Region 3 in the example above (as \textbf{j} \neq \textbf{i}) is: \{\{(\textbf{f}, \textbf{i}), (\textbf{g}, \textbf{j}), (\textbf{h}, \textbf{j})\}\}. We can obtain a valid ordering from this by shifting each node immediately right of its destination, whilst topologically sorting those with the same destination (Lemma 1). To formalise this process, we refine our notion of a shift set into that of a shift queue.

\textbf{Definition 6.} A shift queue, \textbf{Q}, is a shift set whose members are also totally ordered. More specifically, \(\forall (x_1, d_1), (x_2, d_2) \in \textbf{Q}, \text{ord}(d_1) > \text{ord}(d_2) \vee (d_1 = d_2 \wedge x_1 < x_2) \Rightarrow i < j\). The head of the queue (i.e. the pair to be removed first) is that with the highest index.

The shift process operates by scanning the affected region from bottom-to-top whilst shifting vacant slots up the order. During this process, if the current vertex being examined is \textbf{d} and \((\textbf{v}, \textbf{d})\) is the head of the shift queue, then \textbf{v} is placed into the vacant slot immediately after \textbf{d} and, if the next element on the shift queue has the same destination, it is placed immediately after that and so on, until all those with the same destination are placed.

The shift procedure is detailed in Algorithm 2. Figure 3 illustrates the algorithm operating on Affected Region 3 from our example before, assuming the shift queue has been constructed already. Note, for clarity, the value of \textbf{i} on Line 2 is indicated by the triangular marker, whilst the value of \textbf{w} at that point is given below it. In the figure, the left diagram shows the spaces vacated by those now on the shift queue \textbf{Q}. In the middle diagram, the algorithm has begun shifting them up the order and has reached the destination of the head element on \textbf{Q}. In the final diagram, we see that \textbf{f} was placed after its destination \textbf{i}, and that the algorithm is proceeding to shift the remaining vacant spaces up the order.

\textbf{Lemma 1.} Let \(D = (V, E)\) be a DAG, \textbf{ord} a valid topological order (with \textbf{ord}^{-1} as its reverse map) and \textbf{B} a set of overlapping, invalidating edge insertions. Given \textbf{Q}, a shift queue for \textbf{B}, Algorithm 2 produces a valid topological order.

\textbf{Proof.} Let \textbf{ord}' be the updated topological order. Suppose \textbf{ord}' is invalid. Then, there is some \(x, y \in V\) where \(x \prec y\) and \textbf{ord}'(y) < \textbf{ord}'(x). Since Algorithm 2 only repositions nodes within \textit{AR}_2, it follows that \(x, y \in \textit{AR}_2\) (otherwise, \textbf{ord} was invalid to begin with). There are five cases to consider:

\begin{itemize}
\item[i)] \((y, d_y)_i \not\in \textbf{Q}\) and \((x, d_x)_j \not\in \textbf{Q}\). In this case, the relative positions of \textbf{x} and \textbf{y} are preserved by Algorithm 2 and, hence, \textbf{ord}'(y) < \textbf{ord}'(x) \Rightarrow \textbf{ord}'(y) < \textbf{ord}'(x)\) which is a contradiction.
\item[ii)] \((y, d_y)_i \in \textbf{Q}\) and \((x, d_x)_j \not\in \textbf{Q}\). Here, \textbf{ord}'(d_y) < \textbf{ord}'(x) is needed to get \textbf{ord}'(y) < \textbf{ord}'(x)\) as \textbf{y} is placed immediately after \textbf{d_y} and the relative positions of \textbf{d_y} and \textbf{x} do not change (note, \textbf{d_y}, \textbf{d_x}) \not\in \textbf{Q}\) follows from Definition 5). However, this implies \textbf{Q} is malformed under Definition 5 (as \(x \prec y \wedge \textbf{ord}'(d_y) < \textbf{ord}'(x)\).
\item[iii)] \((y, d_y)_i \not\in \textbf{Q}\) and \((x, d_x)_j \in \textbf{Q}\). In this case, \textbf{ord}'(d_x) < \textbf{ord}'(y) follows from Definition 5 (otherwise, \textbf{d_x} would be \textbf{y}'s destination since \textbf{x} \prec \textbf{y}). Again, since \textbf{x} is placed immediately after \textbf{d_x} and the relative positions of \textbf{d_x} and \textbf{y} do not change, we arrive at \textbf{ord}'(x) < \textbf{ord}'(y).
\item[iv)] \((y, d_y)_i \in \textbf{Q}\) and \((x, d_x)_j \in \textbf{Q}\). Here, \(i < j\) follows from Definition 6 and, since vertices are placed in the order popped from \textbf{Q} and that with highest index is popped first, this gives \textbf{ord}'(x) < \textbf{ord}'(y).
\end{itemize}
In the new procedure, we start from the invalidating edge with largest \( \text{ord}(x) \) value ensures the correct destination is obtained for each node visited.

Pseudo-code for the discovery procedure is given in Algorithm 3. A subtle aspect of the procedure is the way in which the forward search is pruned. For MNR, each search was restricted to any node within the affected region. For our new definition of an affected region this rule leads to some inefficiency:

\[
\text{Algorithm 3} \quad \text{DISCOVER}(B \subseteq E) \quad // B \text{ is a set of overlapping, invalidating edge insertions}
\]

1. \( Q = \emptyset \); sort\((B)\) // sort invalidating edges into descending order by index of tail
2. for all \( i = 0 \ldots |B| \) do
3. \((x, y) = B[i] \)
4. if \( \neg \text{vacant}(y) \) then \( \text{dfs}(y, \text{ord}(x)) \)
5. return \( Q \)

procedure \( \text{dfs}(v, ub) \)
6. \( \text{vacant}(v) = \text{true} \); \( \text{onStack}(v) = \text{true} \)
7. for all \( (v, s) \in E \) do
8. if \( \text{onStack}(s) \) then abort // cycle detected
9. if \( \neg \text{vacant}(s) \land \text{ord}(s) < \text{ub} \) then \( \text{dfs}(s, \text{ub}) \) // visit if not already and in \( AR_B \)
10. \( \text{onStack}(v) = \text{false} \); push\((v, \text{ord}^{-1}(\text{ub}))\), \( Q \)

Finally, it is fairly easy to see that Algorithm 2 runs in time linear in the size of the affected region.

2.4 Discovery Procedure

The goal of the discovery phase is to construct the shift queue for an affected region without visiting a node or traversing an edge more than once. Recall the discovery procedure of MNR consists of searching from the head of an invalidating edge to identify and mark those which must be shifted past its tail. In the new procedure, we start from the invalidating edge \((x, y)\) with largest \( \text{ord}(x) \) value, where \( x \) is not already on the shift queue, and search forward from \( y \) using a depth-first search; during this, \((u, v)\) is placed onto the shift queue (in post-order) for each vertex \( u \) visited. This is repeated until there are no more invalidating edges to process, at which point the shift queue is complete. Observe that choosing the invalidating edge with largest \( \text{ord}(x) \) value ensures the correct destination is obtained for each node visited.

We show by contradiction that if \( d'_z \to x, \text{ord}(x) < \text{ord}(d'_z) \) and \( \neg \exists z \in AR_B.[z \to x \land \text{ord}(d'_z) < \text{ord}(z)] \), then \((x, d_z) \in Q\). Suppose then, that \((x, d_z) \notin Q\). By definition, every invalidating edge \((d_z, w)\) seen on Line 3, but no \( \text{dfs}(w, \text{ord}(z)) \) call manages to reach \( x \) (otherwise, \( d_z = z \)). Since \( z \to x \), at least one \( \text{dfs}(w, \text{ord}(z)) \) call failed to reach \( x \) because it encountered nodes vacated by an earlier \( \text{dfs}(v, \text{ord}(z')) \) call. This is a contradiction, since it implies \( \exists z' \in AR_B.[z' \to x \land \text{ord}(z) < \text{ord}(z')] \).

Finally, we demonstrate \( Q \) must be a valid shift queue. Since invalidating edges with tails higher in \( \text{ord} \) are seen before those lower down, any \((u, d_1)\) will be pushed onto \( Q \) before any \((v, d_2)\) when \( \text{ord}(d_2) < \text{ord}(d_1) \). Likewise, since tuples are pushed onto \( Q \) in post-order, those with the same destination are pushed in reverse topological order.

Since Algorithm 3 uses a depth-first search, it follows that it requires \( O(v + e) \) time to build the shift queue for a batch of edges insertions. Note, if a merge sort is used on Line 1, then the runtime is actually \( O(v + e \cdot \log b) \). However, the log factor can be eliminated using a bucket sort.

Finally, if the insertion batch introduces a cycle, Algorithm 3 will detect this and abort. This property is useful since many applications of DTO algorithms benefit from the detection and elimination of cycles [21, 18, 9]. Informally, this follows from the basic properties of depth-first search and the fact that all vertices in the cycle must lie within the affected region:

Proof. First, we show \( Q \) is a valid shift set (i.e. \( \forall x, d_z. \[(x, d_z) \in Q \iff (x, d_z) \in AR_B \land d_z \to x \land \text{ord}(x) < \text{ord}(d_z) \land \neg \exists z \in AR_B.[z \to x \land \text{ord}(d_z) < \text{ord}(z)]\] \)).
Algorithm 4 ADD_EDGE(B) // B is a set of edge insertions

1. E = E ∪ B;
2. for all (x, y) ∈ B do
   3. if ord(x) < ord(y) then B = B − {(x, y)} // remove forward edges from B
4. if |B| > 0 then
   5. sort(B) // sort invalidating edges into descending order by index of tail
   6. lb = |V| // lowerbound of current region
   7. s = 0 // start of current region
   8. for all i = 0 . . . |B| − 1 do
      9. if ord(x) < lb ∧ i ̸= 0 then
         10. Q = DISCOVER([B[s], . . . , B[i − 1]]) ; SHIFT(lb, Q)
         11. s = i // start of new region
      12. lb = min(ord(y), lb);
   13. // Process final region
      Q = DISCOVER([B[s], . . . , B[|B| − 1]]) ; SHIFT(lb, Q)

Lemma 3. Assume D = (V, E) is a DAG and ord an array mapping each vertex to a unique index from {1 . . . |V|}, with ord−1 as its reverse map. If a batch B of overlapping, invalidating edge insertions introduces a cycle, Algorithm 3 will detect this and abort.

Proof. Suppose B introduces a cycle C, and dis(x, i) is first call involving a vertex v ∈ C. Algorithm 3 processes invalidating edges with highest tail first, hence ∀w ∈ C, ord(w) ≤ i. Thus, dis(x, i) will continue visiting vertices of C until it finds one where onStack = true (which must exist as C is a cycle) — at which point it aborts. □

2.5 Putting it All Together

Pseudo-code for the complete algorithm PK2 is given in Algorithm 4. This identifies distinct affected regions and processes them using Algorithms 2 and 3. As such, the overall runtime for a single edge insertion is O(v + e) which follows from the individual runtimes of Algorithms 2 and 3. For any sequence of k insertions, we obtain the following amortised bound:

Theorem 1. Let D = (V, E) be a DAG and ord a valid topological order (with ord−1 as its reverse map). Then, PK2 requires O(min{k · (v + e), ve}) time to process any sequence of edge insertions split into k batches, where e is the number of edges in the final graph.

Proof. Let the insertion sequence be split into batches B1, . . . , Bk. Suppose an edge (v, u) is traversed whilst processing some batch Bi. This can only occur if there is an (x, y) ∈ Bi, where y ∼ v. Furthermore, (v, u) is traversed exactly once whilst processing Bi (this follows because nodes are visited according to a depth-first search). Now, after processing Bi is completed, ord(y) < ord(v) will hold. It follows that (v, u) will not be traversed again as a result of any insertions (y, z) (for any z) occurring after this point. This is because the affected region for such an edge must extend to the left of y, but v will always be right of y (from now on). Thus, an edge can be traversed at most v times during any sequence of insertions. Furthermore, since no edge can be traversed more than once whilst processing a batch, an edge can be traversed at most k times when processing k batches. □

Theorem 1 is a straightforward extension to the proof originally given by Marchetti-Spaccamela et al. to show algorithm MNR runs in O(ve) time for any sequence of edge insertions [15]. This bound improves upon the O(min{k(b · (v + e), ve)}) bound obtained by MNR for a sequence of k batches containing at most b edges and, in fact, over all other previously known algorithms for this problem (except for the parallel algorithm discussed in §1). Furthermore, while PK2 does the same amount of work as Algorithm 1 in the worst case, there are many situations where PK2 does much less. This is because for an invalidating insertion, Algorithm 1 always visits every node and every edge, whereas PK2 visits only those within an affected region. This difference is highlighted by the following:

3 Experimental Study

In this section, we experimentally compare the performance of algorithm PK2 against various algorithms for this problem: STS (recall Algorithm 1), MNR [15], PK [19] and AHRSZ [2]. As with MNR, neither PK nor AHRSZ offers any benefit to processing edges in batches, rather than one at a time. The experiments measure how the Average Cost Per Insertion (ACPI) varies with batch size at different graph densities, over a large number of randomly generated DAGs.

Definition 7. For a DAG with v nodes and e edges, define its density to be 1 2v(v−1). Thus, it is the ratio of the number of actual edges to the maximum possible.

Definition 8. The model Gdag(v, p) is a probability space containing all graphs having a vertex set V = {1, 2, . . . , v} and an edge set E ⊆ {{i, j} | i < j}. Each edge of such a graph exists with a probability p independently of the others.

The model Gdag(v, p) was first defined by Barak and Erdös [3]. Using this, a DAG with v nodes and expected density x can be generated by setting p = x. Our experiments determined the Average Cost Per Insertion (ACPI) for each algorithm by measuring the time taken to insert a sample of edges into a DAG whilst maintaining a topological order. To do this, we generated 100 random DAGs with 2500 vertices at density 0.001, and 100 random DAGs with 2500 vertices at density 0.01. The edge set for each graph was divided into those making up the graph itself and those making up the insertion sample. The size of the insertion sample was fixed at 360 edges to ensure the total amount of work done remained constant across all experiments. For a given algorithm and batch size b, the average time taken to process the insertion sample in batches of b edges was recorded for each graph. An important point is that the insertion sample may include non-invalidating edges and these dilute our measurements, since the algorithms do no work for these cases. Our purpose, however, was to determine what performance can be expected in practice, where it is unlikely all edge insertions will be invalidating.
All experiments were performed on a 900Mhz Athlon based machine with 1GB of main memory, running Mandrake Linux 10.2. The executables were compiled using gcc 3.4.3, with optimisation level ‘-O3’ and timing was performed using the gettimeofday function, which gives microsecond resolution. To reduce interference, experiments were performed with all non-essential system daemons/services (e.g. X windows, cron) disabled and no other user-level programs running. The implementation itself was in C++ and took the form of an extension to the Boost Graph Library v1.33.0, utilising the adjacency_list class to represent a DAG [28].

The complete implementation, including C++ code for all three algorithms and the random graph generator, is available online at http://www.ecs.vuw.ac.nz/~djp.

Figure 4 shows the results of our experiments comparing ACPI for PK₂, MNR, STS, PK and AHRSZ across varying batch sizes at densities 0.001 and 0.01. The plots for MNR, PK and AHRSZ are flat since they obtain no advantage from processing edges in batches. We see that PK₂ is always a better choice than either MNR or STS and, in many cases, offers significant gains over them. When the batch size is one, little difference is observed between MNR and PK₂ which reflects their close relationship. At density 0.01, the gap between these two algorithms has reduced slightly, probably because, on dense graphs, invalidating edges in the insertion batch as the graph is already highly ordered (hence, most insertions are not invalidating — see [20] for more on this). Thus, there is less chance the affected regions for two invalidating edges will overlap (as there are simply fewer affected regions) which is needed for PK₂ to obtain an advantage over MNR. While PK₂ is the clear winner at density 0.01, compared with PK and AHRSZ, it is less conclusive on the sparser graphs. Certainly, on small batches, it does not perform well by comparison. This is not surprising, since MNR performs poorly on sparse graphs as well and, on small batches, PK₂ and MNR will have similar behaviour. Indeed, given the gains obtained by PK₂ over MNR (on which it is based), it seems quite clear that extending either PK or AHRSZ to deal with batch insertions more efficiently would be valuable. The data also indicates that, for large batches, the performance of STS approaches that of PK₂. This is expected as it becomes highly likely here that most nodes will be a member of some affected region and, hence, will be reordered by PK₂ anyway. Of course, PK₂ can still obtain an advantage because it does not always need to traverse every edge (as STS does).

Figure 5 shows the results of a second experiment which measured the number of vertices and edges visited or shifted by each algorithm, rather than ACPI (note, all other experimental parameters remain the same). This is useful as it gives us a clear picture regarding the amount of work being performed by each algorithm, which is not muddied by the performance characteristics of the experimental machine. The charts show a striking resemblance to those of Figure 4 and give a strong indication that the results of Figure 4 are not dependent on the experimental machine, rather it is a direct function of the underlying algorithm.

Limitations. The results indicate that PK₂ is always an improvement upon MNR, and that it provides a useful improvement over the other algorithms in certain situations. However, we have not been able to compare PK₂ against all prior unit-change algorithms (primarily because of the difficulty in implementing these algorithms). However, most of the other unit-change algorithms (i.e. [29, 12, 13, 10]) are minor variants on algorithm AHRSZ, and we would expect them to have very similar performance in practice. The remaining algorithms are that of Ajwani et al. [1] and Bender et al. [6]. In their paper, Ajwani et al. experimentally compare their algorithm against PK, MNR and AHRSZ and find that it only offers an improvement on a particular (artificially constructed) hard class of input graphs. Thus, we would not expect to see their algorithm performing better than PK in any of our experiments. Finally, then, remains the algorithm of Bender et al. which is very recent, and does yield the best amortised bound for any sequence of k edge insertions. Bender et al. do not report any experimental results for their algorithm, and it remains unclear how efficient it will be in practice. Nevertheless, it would be nice if this algorithm could be empirically evaluated in the future.

4 Conclusion

We have presented the first DTO algorithm which requires $O(\min(k \cdot (v + e), ve))$ time to process any sequence of $k$ edge insertion batches. We have experimentally evaluated it against various previous algorithms for this problem, demonstrating that: first, it always outperforms a standard topological sort and the related MNR algorithm; second, that it is generally better than the others when the batch size is large enough.
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Figure 4: Experimental results looking at the effect of increasing batch size for all three algorithms on random DAGs with 2500 nodes at densities 0.001 and 0.01. For each, batch size is plotted against ACPI and we provide close ups at each density to capture interesting features.

Figure 5: Experimental results looking at the effect of increasing batch size for all three algorithms on random DAGs with 2500 nodes at densities 0.001 and 0.01. For each, batch size is plotted against the average number of nodes and edges visited or shifted when processing an edge insertion. We provide close ups at each density to capture interesting features.


