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Abstract

Crawlers in a knowledge management system need to collect and archive documents from websites, and also track the change status of these documents. However, the existence of URL rewriting mechanism raises a page tracking problem since the URLs of a pair of dynamic page instances obtained during different sessions will no longer be the same. This paper proposes a series of algorithms in a bottom-up manner to find the corresponding pairs of dynamic page instances, and then to judge the change status of them. Experiments showed that the performance was very good and the outcome was 100% accurate.
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1 Introduction

A knowledge management system (KMS) needs to collect and archive numerical and textual data from a variety of sources. It also tracks the status of the data so that users can be notified whenever any update has occurred since last time. Nowadays a growing number of data is exposed to the Internet, particularly the Web, e.g., newspapers, technical reports, business intelligence, patent databases, discussion forums, and stock prices. Consequently, the data acquisition module in the KMS (often called the crawler) has to consider the unique characteristics of Web pages, particularly dynamic pages.

This section introduces the challenges faced by crawlers when they try to track dynamic Web pages.

1.1 HTTP Session

Since HTTP is a stateless protocol (Fielding, Gettys, Mogul, Frystyk, Masinter, Leach & Berners-Lee 1999), there are some workarounds mechanisms trying to simulate a stateful connection (or more formally, session) on top of HTTP. Among them, the cookie mechanism (Kristol & Montulli 2000, Kristol 2001) is a popular way to enable a series of stateful request-response interactions between Web clients and servers. It is very easy to use, but it is also very prone to abuse, snoop, and attack (Sit & Fu 2001). Therefore, a safer way to use cookies is proposed. That is, to encode and transmit only the session identifier (abbreviated as session-id or sid) during the lifetime of the session (Hallam-Baker 1996).

Figure 1: An example illustrating the URL rewriting effect

The use of cookie + session-id combination is now a de facto or default session mechanism in major Web servers and server-side script engines. For example, Java servlets/JSP generates a JSESSIONID cookie to carry the session-id (Coward & Yoshida 2004). By default the cookie is named ASP.NET_SessionId in ASP.NET, PHPSESSIONID in PHP, and _session_id in Ruby on Rails.

Despite the simplicity and popularity, the bad reputation of cookies has made many power users disable the cookie function of Web browsers entirely, at the risk of disabling the subsequent session tracking at the same time, though. To solve this anti-cookie dilemma, another transparent way to place and transmit the session-id is devised. When a new session starts, the server generates a corresponding session-id and then, before sending the dynamic page back to the client, inserts the session-id as a part of relevant URLs rather than places it in the cookies. This so-called URL rewriting step is applied on the fly to all subsequent URL links in the dynamic pages without the page author’s awareness. Take Figure 1 for example. In the beginning a user requests the dynamic page http://foo.com/photo. If the session-id is 012345, the server will rewrite all relevant links by inserting into them some formatted string like SID=012345. From the user’s point of view, all links in the dynamic page have such session-id string embedded, and therefore all subsequent navigation through the page will naturally carry the same session-id information. In this way the server knows which session to track for.

Different server-side script engines rewrite URLs in quite different ways. Take again the “cat” link in Figure 1 for example. In Java servlets/JSP the link would be rewritten as...
http://foo.com/photo/cat/jsessionid=sid
(Coward & Yoshida 2004). By default the link would become http://foo.com/photo/(sid)/cat

1.2 Challenges of Changing URLs

The use of URL rewriting raises a problem for crawlers. For a crawler to determine whether a page
has been changed since last time, it has to be sure that it can access and identify the same page source,
although some parts of the page content may not be identical. For example, if the content of page p was first
p_{i-1} and later changed to p_{i+2}, the crawler has to identify that both p_{i-1} and p_{i+2} are two instances/versions
of the same p. With the existence of URL rewriting, however, instances p_{i-1} and p_{i+2} are retrieved through
different session-ids, and so do their URLs l(p_{i-1}) and l(p_{i+2}). The crawler would, therefore, have difficulty
in identifying that l(p_{i-1}) and l(p_{i+2}) eventually correspond to the same p at different time.

The purpose of this paper is to propose a set of algorithms in a bottom-up manner to find the corre-
\h \n
2 Problem Formulation

To put it more formally, the highest level algorithm in this paper is as follows. Given two pools of rewritten
URLs L and L’ collected recursively from the same starting point (base URL b) during two different ses-
nions, we try to find
1. every l_i and l_i’ pair that corresponds to the same page source p_i, where l_i ∈ L and l_i’ ∈ L’;
2. the list of page links L_{upd} whose page contents have been changed since last time;
3. the list of page links L_{sam} whose page contents remain unchanged;
4. the list of page links L_{new} whose page contents never appear last time; and
5. the list of page links L_{reg} whose page contents cannot be accessed this time.

In order to achieve the first goal, we also need to find in advance the session-ids s embedded in L and
s’ in L’.

For brevity, the following symbols are used throughout the whole paper.
• b: base URL.
• l: URL link; converted to the absolute form for simplicity.
• L: the set of links l_i, where i ∈ \{1..n\}.
• L and L’: two set of links obtained from the same b in distinct sessions, which can happen simultaneously or at different time.
• p: Web page.
• p_{i-1}, p_{i+2}: instances/versions of p obtained during two distinct sessions.
• s: session-id.
• s and s’: two instances of session-ids obtained from the same b in distinct sessions, which can happen simultaneously or at different time.

3 Finding the Session-Id in the URL Set

This section discusses how to find the session-id string in the URL set L collected recursively from the start-
ing point b during one session. First we need to iden-
tify some important properties of session-ids that are
useful in designing the algorithms. After that we
introduce a series of subroutines to enumerate the
session-id candidates, and finally design an algorithm
to determine the exact session-id among these can-
didates.

3.1 Properties of Session-Ids

A dynamic Web page usually has not only static links
that just point to some locations with no parameters
but also dynamic links. Every dynamic link may con-
sist of the location, parameters, and the session-id if
URL rewriting is enabled. It follows that the average
length of static links is usually shorter than that of
dynamic links within the same website.

When a session-id is encoded and embedded within
the URL, its valid character set is inevitably con-
strained by that of the URL. According to the URL
specifications (Berners-Lee, Masinter & McCahill
1994, Berners-Lee, Fielding & Masinter 2005), some
special characters (e.g., ‘#’, ‘/’, ‘.’, ‘@’, ‘&’ and ‘?’)
cannot be used directly within the (scheme-
specific-part); the same restriction applies to embed-
ded session-ids as well. Consequently we can say that
the next character following the session-id must be
either a special character or an end-of-string (EOS)
mark.

Although Web servers have much freedom to im-
plement the session-ids, for security reasons most
of them use some cryptographically secure one-way
functions to construct the session-ids (Hallam-Baker
1996, Guterman & Malkhi 2005). It follows that all
session-ids on the same website normally have a fixed
string length (e.g., 128 bits), that they seldom collide,
and that their string contents are usually unlikely to
appear elsewhere.

The URL rewriting mechanism also has another
feature by nature. Since the session-id s remains iden-
tical during the same session, all dynamic pages’ links
in L should carry the s with themselves. It means that
the s must be a substring of all dynamic links in L.

To sum up, session-ids have the following properties
which are crucial to designing algorithms:

Property 1. The session-id remains unchanged during the same session.

Property 2. Session-ids on the same website normally have a fixed length, even in distinct sessions.

Property 3. Session-ids on the same website seldom collide. It is also very unlikely to see more than one occurrence of the same session-id string literal within the body of the URL when URL rewriting mechanism is activated.

Property 4. When URL rewriting mechanism is activated, the session-id is embedded in the URL, and the next character following the session-id must be either a special character or an EOS mark.

Property 5. When URL rewriting mechanism is activated, the session-id must be one of the common substrings among all dynamically-generated URLs.

Property 6. When URL rewriting mechanism is activated, dynamic links are usually longer than the static ones within the same website.

Figure 2: An excerpt of URL rewriting results taken from Amazon.com; full data is shown in Figure 6

3.2 Determining the Fixed Length of Session-IDs

The session-id must be one of the common substrings among all dynamically-generated URLs (see Property 5), but not all common substrings are the session-id. Take Figure 2 for example. At first glance many common substrings can be found, even if special characters (considering Property 4) are excluded:

- exec
- obidos
- ref
- 002-9355727-0611208

But which one is the correct session-id? It seems that they all satisfy the properties listed in Section 3.1. It also seems difficult to generalize a set of syntactic rules to extract the correct session-id out of them.

Let’s look at the session-id problem from yet another angle. The syntactic rules that synthesize the rewritten URLs may be complex and subject to changes, but the mechanism that generates the session-id itself is seldom subject to changes. Therefore, it seems easier to base our problem-solving strategy on the algorithmic nature of the session-id.

To find the right common substring as the session-id, first we need to determine the length of the valid session-id. Since the length on the same website normally remains the same (see Property 2), its value can be determined either by human inspection or by an easy-to-program yet effective heuristic. We can write a program to make two distinct but concurrent connections to the same website. The pages fetched in the two nearly-concurrent sessions would have almost identical layouts, topology, and contents; except for the links L and L’ (or more precisely, session-ids s and s’). A simple diff-like comparison (Myers 1986) between L and L’ would reveal the fixed length of session-ids on this website.

The probe process needs to be done only once for each website unless the website changes its configuration, for example, server version, script engine, or session-key generation algorithm.

3.3 Finding the Common Substrings of the Given Length Between Two Strings

Before digging into the details of discovering the fixed-length common substrings among a set of links L, let’s first discuss the basic subroutine of finding them between just two links.

The main idea of FIND-CS(a, b, k) algorithm in Figure 3 is discussed as follows. Since the session-id is a common substring in both strings a and b, we can find all session-id candidates R by extracting every well-formed substring ti from b and then trying to see if ti is also in a. Every ti has to, of course, be selected according to the constraint mentioned in Property 4. Its length k is obtained in the way stated previously in Section 3.2, and is specified as input to the FIND-CS algorithm.

Line 8 invokes some string-matching algorithm to see if ti is also in a. Well-known algorithms such as the Knuth-Morris-Pratt (KMP) algorithm and the Boyer-Moore algorithm can be used here (Cormen, Leiserson, Rivest & Stein 2001).

3.4 Finding the Exact Session-Id

Just by knowing the exact length of session-ids (see Section 3.2) will not eliminate entirely the problem of finding the exact session-id strings. Take Figure 4 for example. There are two very long common substrings: the length of “1PS2V6KKYBZ34F3RKPJ” is 20 and “002-9355727-0611208” is 19. Even if we are sure that the length of session-ids to be found is 19, and therefore “1PS2V6KKYBZ34F3RKPJ” (notice that the tailing character ‘J’ is excluded)) is ruled out by Property 4. FIND-CS(a, b, 19) still discovers more than one candidate:

- 002-9355727-0611208
- PS2V6KKYBZ34F3RK1PJ (notice that the beginning character ‘1’ is excluded)

Just by looking at the two links a and b is not enough; it gives us little information about which candidate is the session-id. All we need is to look at the whole set of links. The complete algorithm for finding session-ids in the whole set is listed in Figure 5. Let’s explain the rationale behind the algorithm.

A dynamic Web page typically has both static and dynamic-generated links in it. Obviously session-ids can exist only in the dynamic ones. Therefore we need to separate the dynamic links from the static ones and focus on the former.

However, there is no general rules to distinguish both types of links literally. Two properties can help us solve this problem. Dynamic links tend to be longer than the static ones (according to Property 6),
and therefore Lines 4–5 pick the longest links $t$ and $u$ as a guess. Moreover, the session-id is one of the common substrings of these dynamic links (according to Property 5), and therefore Line 7 calls the FIND-CS algorithm to enumerate the candidates $V$. If no candidate is found, implying that our previous guess was wrong, the surrounding loop in Lines 3–8 is responsible for making a second guess (or more, if necessary).

At present $V$ may also contain some non-session-id strings by chance, as Figure 4 has showed. A property can help us distinguish the real session-id from the others. According to Property 5, the session-id string should appear in all dynamic links, implying that the most frequent candidate is more likely to be the real session-id. Therefore Lines 10–18 try to find the frequency of each candidate in the whole links (albeit not in the dynamic links), and Line 20 picks the most frequent one as the session-id.

### 3.5 A Complete Example

Let’s use a complete example to demonstrate the whole scenario of finding the session-id from the start. The example was taken from Amazon.com in the middle of March, 2006. The base URL $b$ was http://www.amazon.com and the traversal depth was 0. Seventeen links were obtained and shown in Figure 6.

Let $L$ denote the whole set of 17 links $l_1,l_{17}$. By the probe process mentioned in Section 3.2, the length of session-id is found to be 19 on this website. Lines 4–5 in FIND-SID($L,19$) would first pick the longest two links: $l_9$ and $l_{10}$. $l_9$ and $l_{10}$ equal to $a$ and $b$ in Figure 2, and therefore FIND-CS($l_9,l_{10},19$) in Line 7 outputs the same results mentioned in the first paragraph of Section 3.4: 002-9355727-0611208 and PSZV6KYBZ34F3RK1PJ. Afterwards Lines 10–18 calculate the frequency of them as 14 and 5, respectively. Consequently the most frequent one, 002-9355727-0611208, is decided as the session-id.

### 3.6 Discussion

With these algorithms, we can easily find the session-id among a collection of URLs. But the mechanism bases on some assumptions and therefore has some limitations.

Many aspects of these algorithms rely on the probability that Property 6 holds. If dynamic links are shorter than the static ones on some websites, Lines 4–5 of the FIND-SID algorithm would be in the wrong direction. In addition, if the number of dynamic links is too small, Line 13 would cover too
many irrelevant links and consequently contribute too many counts to the wrong candidates.

A possible workaround to these limitations is to increase the breadth and depth of traversal in the beginning. In this way, every single wrong candidate may have less chance to have higher frequency than the real session-id does. More evaluations are to be done in Section 5.1.

4 Tracking the States of Web Pages

4.1 Algorithm

Based upon previous subroutines, we are ready to track the change states of Web pages in the existence of URL rewriting. The tracking algorithm is shown in Figure 7. Inside it, two subroutines (CRAWL and GET-NEWEST-DOCUMENT) are left as implementation details.

In the beginning the crawler’s repository has a record containing a base URL b and a set of pages (referred to by L) traversed and collected from b last time. The traversal breadth and depth are determined according to some pre-given values or inclusion/exclusion rules.

Now we would like to know if these pages have any change since last time. At first Line 4 checks the documents starting from b in the same way that L was obtained last time.

To compare the change states between pages referred to by L and L′, their session-ids have to be unified to the same ground in advance. It is obvious that if pages from L still exist in the meantime, their links would remain identical except for the session-id part. Therefore Lines 8–10 replace the old s in L with the new s′. The replacement is safe because session-id strings are meant to be unique; they seldom appear elsewhere in the URL string (see Property 3). Normally we do not need to worry about the risk of corrupting the non-session-id parts.

When the unification is done, the relation between two sets L and L′ can be illustrated in Figure 8. The case for Lnew is so trivial that Line 11 sets it as L′ = L accordingly.

The case for L = L′ is a little tricky. It may due to access error (Lines 15–17); it may also due to the orphan phenomenon. A page is called an orphan if it existed before and still exists at present, but for some reasons the links to it disappear so that it is not recursively reachable via b anymore. The contents of
Algorithm: TRACK\((b, L, k)\)
Input:  
\(b\): base URL  
\(L\): pool of links collected last time  
\(k\): length of session-id string
Output:  
\(L_{\text{sam}}\): current links; content unchanged since last time  
\(L_{\text{upd}}\): current links; content updated since last time  
\(L_{\text{err}}\): current links; never appeared last time  
\(L_{\text{new}}\): current links; fail to access this time

Begin:  
1. \(L_{\text{sam}} \leftarrow \{\}\)  
2. \(L_{\text{upd}} \leftarrow \{\}\)  
3. \(L_{\text{err}} \leftarrow \{\}\)  
4. \(L' \leftarrow \text{CRAWL}(b)\)  
5.▷ update the old session-id with the new one  
6. \(s' \leftarrow \text{FIND-SID}(L', k)\)  
7. \(s \leftarrow \text{FIND-SID}(L, k)\)
8. for each \(l \in L\) do
   9.     replace the substring \(s\) in \(l\) with \(s'\), if any
10. end for
11. \(L_{\text{new}} \leftarrow L' - L\)
12.▷ check: orphan or error?
13. \(O \leftarrow \{\}\)▷ orphan
14. for each \(l \in L - L'\) do
15.     \(p_{v2} \leftarrow \text{GET-NEWEST-DOCUMENT}(l)\)
16.     if \(p_{v2}\) is null then  
17.         \(L_{\text{err}}' \leftarrow L_{\text{err}}' \cup \{l\}\)
18.     else  
19.         \(O \leftarrow O \cup \{l\}\)
20.     end if
21. end for
22.▷ check: same or updated?
23. for each \(l' \in (L \cap L') \cup O\) do
24.     \(p_{v1} \leftarrow \text{previous version of } l' \text{ page content in the repository}\)
25.     \(p_{v2} \leftarrow \text{current version of } l' \text{ page content in the repository}\)
26.     if \(p_{v1} = p_{v2}\) then  
27.         \(L_{\text{sam}}' \leftarrow L_{\text{sam}}' \cup \{l'\}\)
28.     else  
29.         \(L_{\text{upd}}' \leftarrow L_{\text{upd}}' \cup \{l'\}\)
30.         update \(p_{v1}\) with \(p_{v2}\) in the repository
31.     end if
32. end for
33. return \(L_{\text{sam}}', L_{\text{upd}}', L_{\text{new}}', L_{\text{err}}'\)

Figure 7: Algorithm for tracking the states of Web pages

\[
\begin{array}{ccc}
L \text{ (after session-id unification)} & L' \\
\text{Error or Orphan} & \text{Same or Updated} & \text{New}
\end{array}
\]

Figure 8: Relation between two sets of links \(L\) and \(L'\) (after session-id unification)

such orphans may, of course, remain the same or have been updated since last time. Consequently Lines 13–21 try to identify them for Lines 23–32 to process.

The main loop in Lines 23–32 is obvious. It tries to validate every link in \((L \cap L')\) plus orphans to decide whether the page has been updated or not.

### 4.2 Implementation Hints

There are some other things that are important for implementing the TRACK algorithm.

If there are a large proportion of static pages in the collection, the CRAWL subroutine in Line 4 can be optimized further. When it tries to fetch a document from a remote website, the If-Modified-Since request header (Fielding et al. 1999) can be used to avoid retransmission of the unchanged content.

Web servers and server-side script engines have a timeout value for sessions. For example, by default the timeout is 60 minutes in Tomcat (an open-source Java servlets/JSP container), 20 minutes in ASP.NET, and 24 minutes in PHP. But the timeout value is reconfigurable, especially on e-commerce websites. Therefore implementation of TRACK should consider this issue and should not let the session idle.
too long between Line 4 and the first invocation of Line 15.

Roughly speaking, the idle time would be proportional to the execution time for FIND-SID since the time complexity for Line 6 is identical to that for Line 7, and the time complexity for Lines 8–10 is a little lower. It seems a good place to use a real-world example to evaluate the performance of FIND-SID. The experiment was conducted by repeating the one mentioned in Section 3.5 several times. Both Knuth-Morris-Pratt and Boyer-Moore algorithms were employed for comparison. The time spent in network transmission was excluded from the result.

As can be seen in Figure 9, even for such a website with very long dynamic links and session-ids, the FIND-SID algorithm took about 10 milliseconds—much shorter than typical session idle time, we think.

If performance pursuers still worry about the session idle time, it can be reduced to about 2/3 by moving Line 7 to any location before Line 4. Line 11 can also be moved to any location after Lines 13–21 or Lines 23–32 since it has no side effect on the latter two blocks. Finally, the loop in Lines 14–21 can be executed on another concurrent thread to be triggered by Line 9.

5 Experimental Results

To validate the effectiveness of these algorithms, we conducted a set of experiments in a bottom-up manner.

5.1 Correctness of FIND-SID Algorithm

To test the correctness of FIND-SID algorithm, we first try to investigate the number of candidates found by FIND-CS algorithm, and also the recall of the finding. Finally, we investigate the correctness of FIND-SID algorithm.

The experiments were conducted on 4 websites, with the traversal depth of 1. Each was repeated 100 times.

- B: http://www.amazon.co.jp/ and the length of session-id = 19.
- C: http://webcaspar.nsf.gov/ and the length of session-id = 32.

Figure 9: Performance of FIND-SID algorithm on Amazon.com. The experiment was done on Pentium 4 2.8 GHz running Mandriva Linux 2006 and JDK 1.4.2.11-b06. In the figure, KMP stands for the Knuth-Morris-Pratt algorithm, and BM stands for the Boyer-Moore algorithm.

- D: http://www.jesishpettsburgh.org/ and the length of session-id = 32.

First, Figure 10 shows that the average numbers of candidates were very small, and the recalls were 100% all the time. The outcome was very accurate. The next step is to evaluate the correctness of FIND-SID. The outcome was all 100% correct, so the figure is omitted.

5.2 Correctness of TRACK Algorithm

The experiments were conducted on 2 portfolios of Web pages. The tracking step was done within a half hour after the first crawling step. It was to avoid too few intersections and too many missing pages since these websites changed their contents very frequently.

- B: composed of 3 subtasks:
  - B1: http://tw.news.yahoo.com/finance/ with depth = 2,
  - B2: http://tw.news.yahoo.com/technology/ with depth = 2,
  - B3: search http://tw.news.yahoo.com/ with keyword “google”.

Bitwise comparison between $L$ and $L'$ pairs showed that the outcome in Table 1 was 100% accurate. Close inspection of the pairs revealed further that varying advertisements and embedded JavaScript codes contributed to a smaller $L_{sam}$. If we want a more tolerant $L_{sam}$, i.e., not necessarily bitwise identical, the “equality” test in Line 26 of the TRACK algorithm should be relaxed to allow for content-based filtering and customization.

6 Conclusion and Future Work

The URL rewriting mechanism is a popular way to enable sessions between Web clients and servers. However, the mechanism and the lack of regularity in the URLs produced have raised problems for knowledge management systems to track the changes of Web pages. This paper has devised a series of algorithms in a bottom-up manner, and also demonstrated that they are very effective and efficient in tracking dynamic Web pages in the existence of URL rewriting.
Table 1: Experimental results of the TRACK algorithm

<table>
<thead>
<tr>
<th></th>
<th>Portfolio A</th>
<th>Portfolio B</th>
</tr>
</thead>
<tbody>
<tr>
<td>First crawling</td>
<td>2006-06-06 20:31</td>
<td>2006-06-07 14:26</td>
</tr>
<tr>
<td>L_1</td>
<td>340</td>
<td>139</td>
</tr>
<tr>
<td>Tracking</td>
<td>2006-06-06 20:55</td>
<td>2006-06-07 14:40</td>
</tr>
<tr>
<td>L'_rpm</td>
<td>76</td>
<td>19</td>
</tr>
<tr>
<td>L'_rpm'</td>
<td>264</td>
<td>120</td>
</tr>
<tr>
<td>L'_rpm'</td>
<td>54</td>
<td>3</td>
</tr>
<tr>
<td>L'_rpm'</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

This paper has focused mainly on the issue raised by the URL rewriting mechanism. In the future, we will move on to other practical issues when implementing the crawler module of a KMS. For example, it is important to investigate more proper ways to define and handle the “equality” of dynamic pages from the user’s point of view. To do this, first we plan to incorporate the idea of AJAX-based screen-scraping toolkit so that users can specify the regions of interest in a more intuitive way. Second, we plan to provide content-based filtering so that users can customize their own equality test.

Another important issue is to investigate a sophisticated but also intuitive way for users to specify and refine a series of steps required to navigate into a specific subset of the target website. To do this, the same technique of AJAX-based screen scraping can also be helpful. We think that this approach is more fine-grained and easier-to-use than traditional command-line argument or HTML screen-scraping approaches.
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