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Abstract

In this paper, we present a methodology to model the optimal binary search tree problem as a directed acyclic graph to extract all possible optimal solutions. We provide a mechanism to find optimal binary search trees relative to different types of cost functions, sequentially. We prove that for a set of n keys our optimization procedure makes O(n^3) arithmetic operations per cost function such as weighted depth or average weighted depth.
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1 Introduction

The binary search tree is an important data structure (see Mehlhorn (1984) or Cormen et al. (2001) for more discussion about binary search trees), which can be used for a variety of applications including a computerized translation of words from one language to another (Cormen et al. 2001) or a lookup table for words with known frequencies of occurrences (see Knuth (1971)), etc.

A typical computerized word translator application uses keys as well as dummy keys. The keys mean the words in a language to be translated and dummy keys represent the words for which the system cannot translate. Here, the usual problem is, for the given probabilities of keys and dummy keys, to find a binary search tree with minimum average weighted depth.

We further generalize this problem: consider weights of keys (which correspond to complexity of key “computation”) and try to construct a binary search tree with minimum average weighted depth. We also study binary search trees with minimum weighted depth to minimize the worst-case time complexity of the trees.

The novelty of this work is connected with following: we represent all possible binary search trees by a directed acyclic graph and denote it by G(ψ), φ which describes the whole set T of binary search trees with minimum average weighted depth. We further apply to this graph the procedure of optimization relative to average weighted depth ψ. As a result we obtain a subgraph Gψ(G) of G which describes a subset of the set of all binary search trees from T with minimum weighted depth. The second step of optimization can improve the worst-case time complexity of the constructed trees.

The approach presented in this paper is an extension of dynamic programming. Similar techniques have been used extensively for optimization of decision trees (Moshkov & Chikalov 2000, 2003, Chikalov et al. 2005, Chikalov 2001, Alkalid et al. 2010) for a wide range of cost functions.

This paper consists of nine sections. In Sect. 2, we provide preliminary concepts to understand and model binary search trees. In Sect. 3, we discuss the cost functions in detail. We discuss the representation of sets of binary search trees in Sect. 4. In Sect. 5, we present the procedure of optimization. Section 6 shows an example and depicts how to carry the procedure of optimization for a single cost function. We extend the optimization procedure for application of different cost functions sequentially in Sect. 7. In Sect. 8, we provide the computational complexity of our procedure and we conclude the paper in Sect. 9.

2 Preliminaries

Let we have a sequence of n distinct keys k1, k2, ..., kn such that k1 < k2 < ... < kn with probabilities p1, p2, ..., pn and n + 1 dummy keys d0, d1, ..., dn with probabilities q0, q1, ..., qn such that for i = 1, 2, ..., n, the dummy key di corresponds to all values between ki and ki+1 with di representing all values less than ki and similarly dn representing all values greater than kn. The sum of probabilities is one, i.e.,

\[ \sum_{i=0}^{n} p_i + \sum_{i=0}^{n} q_i = 1. \]

A binary search tree consists of keys as the internal nodes and dummy keys as the leaves. A search for some x is considered successful if x is one of the keys ki and unsuccessful otherwise. Each key ki, 1 ≤ i ≤ n, has an associated weight wi that is a positive number which can be interpreted as the complexity of comparison of ki with x.

We consider the problem of optimizing binary search trees and denote it by S(0, n) for k1, ..., kn and d0, d1, ..., dn. Furthermore, we consider the subproblems of initial problem S(i, j) for 0 ≤ i ≤ j ≤ n. For i = j, the subproblem S(i, j) is the optimization problem for the binary search trees for only one dummy key di.

For i < j, the subproblem S(i, j) is the optimization problem for binary search trees for the keys ki+1, ..., kj and dummy keys di, di+1, ..., dj.
We define inductively the set $T(i,j)$ of all binary search trees for $S(i,j)$. For $i = j$, the set $T(i,i)$ contains exactly one binary search tree as depicted in Figure 1.

For $i < j$ we have

$$T(i,j) = \bigcup_{t=1}^{j} \{ \text{tree}(k_r,t_1,t_2) : t_1 \in T(i,r-1), t_2 \in T(r,j) \},$$

where $\text{tree}(k_r,t_1,t_2)$ is depicted in Figure 2.

3 Cost Functions

We consider the cost functions which are given in the following way: values of considered cost function $\psi$ (nonnegative function), are defined by induction on pair $(S(i,j), t)$, where $S(i,j)$ is a subproblem, $0 \leq i \leq j \leq n$, and $t \in T(i,j)$. Let $i = j$ and $t$ be a tree as represented in Figure 1 then $\psi(S(i,i), t) = 0$. Let $i < j$ and $t$ be a tree as depicted in Figure 2 where $r \in \{i+1, \ldots, j\}$, $t_1 \in T(i,r-1)$, and $t_2 \in T(r,j)$. Then

$$\psi(S(i,j), t) = F(\pi(i,j), w_r, \psi(S(i,r-1), t_1), \psi(S(r,j), t_2)),$$

where $\pi(i,j)$ is the sum of probabilities of keys and dummy keys from $S(i,j)$, i.e.,

$$\pi(i,j) = \sum_{i=1}^{i} p_i + \sum_{i=1}^{j} q_i,$$

$w_r$ is the weight of the key $k_r$, and $F(\pi, w, \psi_1, \psi_2)$ is an operator which transforms the considered tuple of nonnegative numbers into a nonnegative number.

The considered cost function is called monotonic if for arbitrary nonnegative numbers $a, b, c_1, c_2, d_1$ and $d_2$ from inequalities $c_1 \leq d_1$ and $c_2 \leq d_2$ the inequality $F(a, b, c_1, c_2) \leq F(a, b, d_1, d_2)$ follows.

The considered cost function is called strictly monotonic if it is monotonic and for arbitrary nonnegative numbers $a, b, c_1, d_1, c_2, d_2$ and $d_2$ from inequalities $c_1 \leq d_1$, $c_2 \leq d_2$, and inequality $c_1 < d_1$ (which is true for some $i \in \{1, 2\}$), the inequality $F(a, b, c_1, c_2) < F(a, b, d_1, d_2)$ follows.

Now we close some views of cost functions.

Weighted depth. We attach a weight to each path from the root to each node of the tree $t$ which is equal to the sum of weights of the keys in this path. Then $\psi(S(i,j), t)$ is the maximum weight of a path from the root to a node of $t$. For this cost function $F(\pi, w, \psi_1, \psi_2) = w + \max\{\psi_1, \psi_2\}$. The cost function is monotonic.

Average weighted depth. For an arbitrary key or a dummy key $h$ from $S(i,j)$ we denote $\Pr(h)$ its probability and by $w(h)$ we denote the weight of the path from the root of $t$ to $h$. Then $\psi(S(i,j), t) = \sum_h w(h) \cdot \Pr(h)$, where we take the sum on all keys and dummy keys $h$ from $S(i,j)$. For this cost function $F(\pi, w, \psi_1, \psi_2) = w \cdot \pi + \psi_1 + \psi_2$. The cost function is strictly monotonic.

4 Representing All Possible Binary Search Trees

Now we describe a directed acyclic graph (DAG) $G_0$, which allows us to represent all binary search trees from $T(i,j)$ for each subproblem $S(i,j)$, $0 \leq i \leq j \leq n$. The set of vertices of this graph coincides with the set

$$\{S(i,j) : 0 \leq i \leq j \leq n\}.$$

If $i = j$ then $S(i,i)$ has no outgoing edges. For $i < j$, $S(i,j)$ has exactly $2(j-i)$ outgoing edges. For $r = i + 1, \ldots, j$ exactly two edges start from $S(i,j)$ and finish in $S(i,r-1)$ and $S(r,j)$, respectively. These edges are labeled with the index $r$, we call these edges a rigid pair of edges with index $r$.

Let $G$ be a subgraph of $G_0$ which is obtained from $G_0$ by removal of some rigid pairs of edges such that for each vertex $S(i,j)$ with $i < j$ at least one rigid pair outgoing from $S(i,j)$ remains intact.

Now for each vertex $S(i,j)$ we define, by induction, the set $T_{G}(i,j)$ of binary search trees corresponding to $S(i,j)$ in $G$. For $i = j$, we have $T_{G}(i,j)$ containing only the trivial binary search tree as depicted in Figure 1. For $i < j$, let $R_G(i,j)$ be the set of indexes of remaining rigid pairs outgoing from $S(i,j)$, then

$$T_{G}(i,j) = \bigcup_{r \in R_G(i,j)} \{ \text{tree}(k_r,t_1,t_2) : t_1 \in T_{G}(i,r-1), t_2 \in T_{G}(r,j) \},$$

where $\text{tree}(k_r,t_1,t_2)$ is as depicted in Figure 2.

One can show that $T_{G_0}(i,j) = T(i,j)$ for $0 \leq i \leq j \leq n$.

5 Procedure of Optimization

Let $\psi$ be a cost function, we consider the procedure of optimization of binary search trees corresponding to vertices in $G$ relative to $\psi$.

For each vertex $S(i,j)$ of the graph $G$ we mark this vertex by the number $\psi^*(i,j)$, which can be interpreted as the minimum value of $\psi$ on $T_{G}(i,j)$. We can compute the value $\psi^*(i,j)$ for $i < j$ as:

$$\psi^*(i,j) = \min_{r \in R_G(i,j)} F(\pi(i,j), w_r, \psi^*_{(i,r-1)}, \psi^*_{(r,j)}),$$

where $\psi^*_r = 0$.

Let $\Psi_{(i,j)}$ be defined as following:

$$\Psi_{(i,j)} = F(\pi(i,j), w_r, \psi^*_{(i,r-1)}, \psi^*_{(r,j)}),$$

now we remove from $G$ each rigid pair with the index $r$ starting in $S(i,j)$ such that

$$\Psi_{(i,r,j)} > \psi^*_{(i,j)}.$$

Let $G_{\psi}$ be the resulting subgraph obtained from $G$. It is clear that for each vertex $S(i,j)$, $i < j$, at least one rigid pair outgoing from $S(i,j)$ is left intact.

We denote $T_{G_0}(i,j)$ the set of all trees from $T_{G}(i,j)$ that have minimum cost relative to $\psi$.

Following theorem summarizes the procedure of optimization for monotonic cost function.

Here the proof of the theorem is left as an exercise for the reader.
Theorem 1 Let $\psi$ be a monotonic cost function. Then for every $i$ and $j$, $0 \leq i \leq j \leq n$, $\psi_s(i,j)$ is the minimum cost of binary search trees in $T_G(i,j)$ and $T_G(i) \subseteq T_{G,\psi}^*(i,j)$. 

Proof is by induction on $j-i$. If $j = i$ then $T_G(i,j)$, $T_{G,\psi}^*(i,j)$, and $T_G(i,j)$ contain only one tree as depicted in Figure 1. Furthermore, the cost of this tree is zero as well as $\psi^*_s(i,j) = 0$ by definition. So if $j-i = 0$ then the considered statement holds. Let for some $m \geq 0$ and for each pair $(i,j)$ such that $j-i \leq m$ this statement hold.

Let us consider a pair $(i,j)$ such that $j-i = m+1$. Then

$$\psi_s^*(i,j) = \min_{r \in R_G(i,j)} \Psi_s(i,r,j),$$

since $i < r \leq j$, $j-r-1 \leq i \leq m$ and $j-r \leq m$. By the induction hypothesis the considered statement holds for the pairs $(i,r-1)$ and $(r,j)$ for each $r \in R_G(i,j)$. Furthermore, for $r \in R_G(i,j)$, let

$$T_G^*(i,j) = \{ \text{tree}(k_r, t_1, t_2) : t_1 \in T_G(i, r-1), t_2 \in T_G(r, j) \}.$$

It is clear that

$$T_G(i,j) = \bigcup_{r \in R_G(i,j)} T_G^*(i,j). \quad (1)$$

Using monotonicity of the cost function we know that $\Psi_s(i,r,j)$ is the minimum cost of a tree in $T_G(i,j)$. From here and (1) it follows that $\psi_s(i,j)$ \text{ the minimum cost of a tree in } T_G(i,j). \text{ In } G_\psi the only rigid pairs outgoing from } S(i,j) \text{ are those for which } \Psi_s(i,r,j) = \psi_s(i,r,j), \text{ where } r \text{ is the index of the considered pair. Let } R_G(i,j) \text{ be the set of indexes } r \text{ of rigid pairs outgoing from } S(i,j) \text{ in } G_\psi.

It is clear that the cost of each element in the set

$$T_{G,\psi}^*(i,j) = \{ \text{tree}(k_r, t_1, t_2) : t_1 \in T_{G,\psi}(i, r-1), t_2 \in T_{G,\psi}(r, j) \}$$

is equal to $\Psi_s(i,r,j) = F(\pi(i,j), w_r, \psi_s(i,r-1), \psi_s(r,j))$, since the cost of each tree in $T_{G,\psi}(i, r-1)$ is equal to $\psi_s(i,r-1)$ and the cost of each tree in $T_{G,\psi}(r, j)$ is equal to $\psi_s(r,j)$. Furthermore,

$$T_{G,\psi}(i,j) = \bigcup_{r \in R_{G,\psi}(i,j)} T_{G,\psi}^*(i,j),$$

we have that each binary search tree in $T_{G,\psi}(i,j)$ has the cost equal to $\psi^*_s(i,j)$.

Furthermore, in case of a strictly monotonic cost function we have stronger result, summarized in terms of the following theorem.

Theorem 2 Let $\psi$ be a strictly monotonic cost function. Then for every $i$ and $j$, $0 \leq i \leq j \leq n$, $\psi^*_s(i,j)$ is the minimum cost of binary search trees in $T_G(i,j)$ and $T_G(i) \subseteq T_{G,\psi}^*(i,j)$. 

Since $\psi$ is a strictly monotonic cost function, $\psi_s$ is also a monotonic cost function. By Theorem 1, $\psi^*_s(i,j)$ is the minimum cost of binary search trees in $T_G(i,j)$ and $T_{G,\psi}(i,j) \subseteq T_{G,\psi}^*(i,j)$. We only need to prove that $T_{G,\psi}^*(i,j) \subseteq T_{G,\psi}(i,j)$. We prove this statement by induction on $j-i$. If $j-i = 0$ then both sets $T_{G,\psi}^*(i,j)$ and $T_{G,\psi}(i,j)$ contain the only tree as depicted in Figure 1. So $T_{G,\psi}^*(i,j) = T_{G,\psi}(i,j)$ and the considered statement holds for $j-i = 0$. Let for some $m \geq 0$ and for each pair $(i,j)$ such that $j-i \leq m$ this statement hold. Let us consider a pair $(i,j)$ such that $j-i = m+1$. Then (we use here the notation from the proof of Theorem 1)

$$T_G(i,j) = \bigcup_{r \in R_G(i,j)} T_G^*(i,j).$$

Let $t \in T_{G,\psi}^*(i,j)$, then there exists $r \in R_G(i,j)$ such that $t \in T_G^*(i,j)$ and $t$ can be represented in the form $\text{tree}(k_r, t_1, t_2)$ (see Figure 2) where $t_1 \in T_G(i, r-1)$ and $t_2 \in T_G(r, j)$. Therefore, the minimum cost $\Psi_s(i,r,j)$ of trees from $T_{G,\psi}^*(i,j)$ is equal to $\psi_s(i,j)$. Therefore, it follows that $r \in R_{G,\psi}(i,j)$.

Let us assume that the cost of $t_1$ is greater than $\psi_s(i,r-1)$ or the cost of $t_2$ is greater than $\psi_s(r,j)$. Since $\psi$ is strictly monotonic function we have that the cost of $t$ is greater than $\psi_s(i,j)$, which is impossible. Thus $t_1 \in T_{G,\psi}(i, r-1)$ and $t_2 \in T_{G,\psi}(r, j)$. It is clear that $j-r \leq m$ and $j-r-1 \leq i \leq m$. Therefore, by induction hypothesis $T_{G,\psi}(i, r-1) \subseteq T_{G,\psi}^*(i, r-1)$ and $T_{G,\psi}(r, j) \subseteq T_{G,\psi}^*(r, j)$. From here it follows that $t_1 \in T_{G,\psi}(i, r-1)$, $t_2 \in T_{G,\psi}(r, j)$ and $t \in T_{G,\psi}^*(i,j)$. Since $r \in R_{G,\psi}(i,j)$ we have $t \in T_{G,\psi}(i,j)$ and $T_{G,\psi}(i,j) \subseteq T_{G,\psi}^*(i,j)$.

6 Example

We consider an example of a simple optimization problem with two keys $k_1, k_2$ and three dummy keys $d_0, d_1$ and $d_2$ with probabilities as $p_1 = 0.4, p_2 = 0.3$ and $q_0 = q_1 = q_2 = 0.1$. We also associate weights with keys: $w_0 = 6$ and $w_2 = 4$. We get the DAG $G = G_0$ (see Figure 3).

We apply the procedure of optimization to the graph $G$ and use the average weighted depth $\phi$ as the cost function. As a result we obtain the subgraph $G_\psi$ of the graph $G$ (see Figure 4) The binary search tree as depicted in Figure 5 corresponds to the vertex $S(0,2)$ of the graph $G_\psi$. This is the only optimal binary search tree relative to $\phi$ for the considered problem.

7 Sequential Optimization

The optimization procedure presented in this paper allows sequential optimization relative to different cost functions. Let us consider one of the possible scenario.

Initially we get a DAG $G = G_0$. We apply the procedure of optimization to the graph $G$ relative to the average weighted depth $\phi$. As a result we obtain the subgraph $G_\psi$ of the graph $G$. By Theorem 2, the set of binary search trees corresponding to the vertex $S(0,n)$ of $G_\psi$ coincides with the set of all binary search trees which have minimum cost relative to $\phi$. We denote this set by $T^\phi$.

For each vertex $S(i,j)$, $i < j$, in $G_\psi$ at least one rigid pair outgoing from $S(i,j)$ is left intact. So we can apply now the procedure of optimization to the graph $G_\psi$ relative to the weighted depth $\phi$. As a
We have discussed in detail a procedure to sequentially optimize binary search trees relative to two different types of cost functions. Each step of optimization can be carried out in polynomial-time with respect to the total number of keys. We also have provided a simple example in detail.
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