Visualising a State-wide Patient Data Collection: A Case Study to Expand the Audience for Healthcare Data
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Abstract

This paper describes the application of existing and novel adaptations of visualisation techniques to routinely collected health data. The aim of this case study is to examine the capacity for visualisation approaches to quickly and effectively inform clinical, policy, and fiscal decision making to improve healthcare provision. We demonstrate the use of interactive graphics, fluctuation plots, mosaic plots, time plots, heatmaps, and disease maps to visualise patient admission, transfer, in-hospital mortality, morbidity coding, execution of diagnosis and treatment guidelines, and the temporal and spatial variations of diseases. The relative effectiveness of these techniques and associated challenges are discussed.
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1 Introduction

The state of Queensland has the third largest population in Australia [20]. In the financial year 2006-2007, public hospitals in Queensland treated more than 780,000 inpatients [11, page 11-12]. All such inpatient encounters are routinely collected in the Queensland Hospital Admitted Patient Data Collection (QHAPDC) [4]. This centralized database setup represents an invaluable resource for knowledge discovery and evidence based medicine. Since 2005, the health department of the state government, Queensland Health, has implemented a series of initiatives to improve performance monitoring and governance. We demonstrate the use of interactive graphics, fluctuation plots, mosaic plots, time plots, heatmaps, and disease maps to visualise patient admission, transfer, in-hospital mortality, morbidity coding, execution of diagnosis and treatment guidelines, and the temporal and spatial variations of diseases. The relative effectiveness of these techniques and associated challenges are discussed.
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1 Introduction

The state of Queensland has the third largest population in Australia [20]. In the financial year 2006-2007, public hospitals in Queensland treated more than 780,000 inpatients [11, page 11-12]. All such inpatient encounters are routinely collected in the Queensland Hospital Admitted Patient Data Collection (QHAPDC) [4]. This centralized database setup represents an invaluable resource for knowledge discovery and evidence based medicine. Since 2005, the health department of the state government, Queensland Health, has implemented a series of initiatives to improve performance monitoring and governance. As an example, the VLAD (Variable Life Adjusted Display) system is in place to detect extraordinary trends and occurrences [1], using data from QHAPDC. Significant challenges exist in developing efficient and effective ways of maximizing the utility of this data resource. A visualisation toolkit tailored for health data such as QHAPDC is likely to have significant benefits to both Queensland Health and the broader medical community. This article describes a step towards developing such a toolkit.

In the following sections, we describe various techniques used to visualise QHAPDC data. Our visualisation is exploratory in nature, with the overall aim of expanding the audience for healthcare data, and the following specific aims guiding the selection of techniques:

1. To assess data quality, and hence to identify potential improvements to the data collection process. (See Section 3.1 for an example where coding issues were identified through a simple histogram.)

2. To detect anomalies (both positive and negative) in clinical practices, and hence to promote clinical practice improvement. (See Section 3.2 for such an attempt.)

3. To identify temporal trends and spatial variation in the data for better allocation of health care resources. (See Section 3.5 and 3.6.)

4. To identify the potential research value of the routinely collected data; to generate medical hypotheses that lead to further research projects. (See Section 3.4.)

Visualisation of public health data has been demonstrated to enhance knowledge and support decision making (see for example [12, 22, 23, 24]). A unique challenge of the state-wide QHAPDC database is that it is essentially a repository for a number of largely independently generated data collection sites, typically different hospital campuses. While this provides comprehensive and rich data for visualisation techniques, there are key challenges of “noisy” and missing data associated with possible non-uniformity of data coding practices across hospital sites.

This article is organised as follows: Section 2 describes the dataset to be used and briefly explains
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terms such as International Classification of Diseases, 10th Revision (ICD-10) and Diagnosis-Related Group (DRG). Section 3 reports on a collection of visualisation plots within specific areas of health data. Section 4 summarises the findings, highlights the unique contributions of these techniques and discusses opportunities for further research in this field.

2 Data Description

QHAPDC provides comprehensive data on patient demographic and clinical/treatment occurrences. In this preliminary study, we focus on the clinical data as coded by the International Classification of Diseases.

2.1 International Classification of Diseases

The morbidity information in QHAPDC is encoded following the International Classification of Diseases and Related Health Problems, 10th Revision, Australian Modification (ICD-10-AM, [6]). ICD is published by the World Health Organization (WHO) as a standard way of coding morbidity and mortality statistics [21]. The 10th Revision (ICD-10) is the current standard. ICD-10-AM includes the Australian extensions to ICD-10 and contains more than 20,000 codes in total.

ICD-10 codes are organized in 22 chapters, each denoted by a capital letter. A chapter is further divided into blocks, each denoted by a number from 0 to 99. A block again can be further refined by appending a fraction number\(^1\). Take the code I21.4 as an example. The leading letter I indicates it belongs to the chapter of diseases of the circulatory systems; I21 is the block for Acute Myocardial Infarction (AMI); The fraction .4 indicates the infarction is subendocardial [21].

Based on diagnoses and procedures, hospital cases are classified into over 600 Diagnosis-Related groups (DRGs)\(^2\). DRGs can be further grouped into 25 Major Diagnostic Categories (MDCs) [17]. For example, MDC 05 Diseases and disorders of the circulatory system contains DRGs ranging from F01A—Implantation or Replacement of AICD, Total System with Catastrophic complication to F76B—Arrhythmia, Cardiac Arrest and Conduction Disorders without Catastrophic or Severe complication. In later discussions, we focus on cases in MDC 05 that have a principal ICD code in the I21 (AMI) block.

2.2 AMI data

Ischaemic heart disease is the number one cause of death for Australians [14, page 44]. Acute myocardial infarction (AMI), also known as a heart attack, is a major clinical form of ischaemic heart disease that affects many Australians. The Australian Institute of Health and Welfare, citing the 2004-2005 National Health Survey, suggests that about 1.8% of Australians reported a history of AMI [16, page 183].

In this article, all visualisations are demonstrated using an AMI dataset from QHAPDC\(^3\). Specifically, the dataset was created by extracting QHAPDC records that met the following criteria:

1. The patient was treated in one of 6 principal referral and specialised public hospitals.
2. The principal diagnosis was “acute myocardial infarction” (i.e., the ICD is in the I21 group)\(^4\).
3. Records were extracted from January 2005 to December 2008.

3 Visualisation

3.1 Histograms for data cleaning

As a preliminary step prior to involved statistical analysis, it is desirable to “feel” the structure of data and assess the data quality to avoid “garbage in, garbage out”.

We start out by showing how simple graphics such as a histogram can expose anomalies in data, and how interactions such as colour brushing [26] can help discover unexpected relations.

Figure 1: Histogram of the age of the AMI patients described in Section 2.2.

Figure 2: Histogram of the age of patients in the circulatory disease MDC. The shape is less skewed than in Figure 1. The colour scheme for elective status is the same as in Figure 1.

As the AMI dataset has about 20,000 cases, we expect certain continuous variables to approximately follow a unimodal distribution\(^5\); otherwise we may suspect the data come from multiple distinct sources.

As an example, Figure 1 displays the histogram of the age of all patients. One distinctive feature of the histogram is the spike at age 0. Colour-brushing various discrete variables in the data revealed a connection between elective status and patient’s age.

\(^{1}\) In ICD-10-AM, morphology codes (for identifying the morphology of neoplasms) follow a different convention: a morphology code consists of 4 digits following the letter M.

\(^{2}\) DRGs are used in the casemix funding model in Australia.

\(^{3}\) The visualisation techniques we present are to gain understanding of the data. Further confirmatory studies are necessary before definitive conclusions can be made.

\(^{4}\) Late in Section 3.1 we shall see that extraction based on the principal diagnosis may not be a good choice, as some coding practice is either unreliable or unintuitive.

\(^{5}\) It is useful here to distinguish measurement variables from nominal variables. For example, a patient’s age is a measurement variable. But his or her length of hospital stay is not a measurement variable, as it is an aggregated function of whether the patient is discharged on a particular day, which is nominal.
Namely, most newborns in the dataset did not have elective status assigned. Moreover, the histogram also shows a group of patients of age 16 to 37 who did not have elective status. Most of these patients were female and in obstetric DRGs. On subsequent investigation we found in the QHAPDC manual ([4, Section 7.30]) that admissions for normal delivery and admissions which begin with the birth of the patient do not have elective status assigned. Why did these patients in obstetric DRGs have AMI as their principal diagnosis? Consultation with an obstetrician and coding staff may help answer the question.

Figure 1 has highlighted the heterogeneous nature of the dataset. Upon further examination, we restricted the data to cases in the MDC 05—Diseases and disorders of the circulatory system [15], which account for 70% of the original cohort. The age distribution of the selected subgroup is shown in Figure 2. The new histogram has a shape more closely resembling a normal distribution, indicating a more homogeneous group of patients.

3.2 Fluctuation plots: visualising patient transfer among hospitals

With a state-wide database, we can visualise patient flow among hospitals within the state, which can potentially help to facilitate the logistics involved in patient transfer. A fluctuation plot serves this purpose well. A fluctuation plot is used to visualise the contingency table of two discrete variables, where the count of each combination is represented by a square of proportional area.

Figure 3 shows AMI patient transfers since 2005. The size of a square indicates the relative number of transfers from one hospital to another. One can see that most patients were transferred to hospital A, as the vertical column A has most large squares). One can also infer that hospital B and hospital D are referral destinations for hospital C and hospital F, respectively, as indicated by the two large squares at the coordinates (B,C) and (D,F).

Figure 4: Fluctuation plot showing principal diagnoses before and after transfer. Squares along the diagonal correspond to cases with an unchanged principal diagnosis after transfer. Squares off the diagonal correspond to cases with different principal diagnoses before and after transfer. Size of a square reflects the relative number of particular combination.

3.3 Mosaic plots: visualising clinical pathways

The Clinical Practice Improvement Centre (CPIC) at Queensland Health has developed a set of state-wide Cardiac pathways.

As a simplified example, suppose a patient presented at an emergency department with chest pain. Based on her ECG result, a medical officer decided whether she had a ST-segment elevation myocardial infarction (STEMI) case or a Non-ST-Segment Elevation case. If it was a STEMI case, then percutaneous coronary intervention (PCI, insertion of a catheter into coronary vessels to remove blockages or improve blood flow) was needed; otherwise PCI might not be necessary. With a mosaic plot, we can gain insight into how these clinical pathways have been followed in hospitals. The mosaic plot is closely related to the fluctuation plot. In a mosaic plot of two discrete variables, each

...A clinical pathway is “a document outlining a standardised, evidence-based multidisciplinary management plan, which identifies the appropriate sequence of clinical interventions, timeframes, milestones and expected outcomes for a homogenous patient group” [10].
major cell shows the relative frequency of data observations corresponding to values of the two variables. With an additional discrete variable, each cell is further divided according to the conditional frequency of the variable in the cell. Hence at both the local (cell) and global level, the visualisation shows the degree of non-uniformity across variable values.

Here we use mosaic plots to visualize the conditional relationship between PCI and ST-segment elevation. Unfortunately ST-segment elevation is not explicitly encoded in ICD-10-AM or anywhere else in QHAPDC. After consulting coding staff from a Queensland hospital, we used the following rule to estimate ST-segment-elevation status: For patients with diagnoses I20.0-I20.3, we assumed ST-segment elevation (STEMI in Figure 5); for patients with diagnosis I20.4, we assumed no ST-segment elevation (NSTEMI in Figure 5); for patients with diagnosis I20.9, we assume the ST-segment elevation status was unknown (UNKNOWN in Figure 5). In addition, we assume that PCI was performed if and only if the case is in one of the DRGs: F10Z, F15Z, or F16Z.

Figure 5 shows that practices are relatively consistent across 3 hospitals of similar sizes. It also shows that not every patient in the STEMI group received PCI, whereas some patients in Non-STEMI group did receive PCI.

A possible explanation for the above inconsistency between pathways and data is that we have not correctly estimated STEMI status for patients. If that is the case, then Figure 5 shows the importance of coding the STEMI status in ICD-10-AM.

Mosaic plots have been used in Queensland Health for displaying the relationships between risk and the first and second Troponins, for the chest-pain management protocol. People found it “the most appropriate and easiest” way to present the relationships and information, as one could clearly see the “size” of the issues from presenting the information in this manner.

In general, the health-policy workers often need to present two or three way tables. It is suggested that the mosaic plot and its variants have a high applicability for these tables. The main limitation of the mosaic plot is that basic software such as Excel does not have the capability and not many people are aware of this style of presentation method.

3.4 Heatmaps: visualising the connection between severity and morbidity

As mentioned in Section 2, the QHAPDC database consists of two parts: socio-demographic data and clinical data, which includes morbidity coded data. How to use morbidity data is an important but challenging problem. For example, all past INFORMS data mining contests centered on mining the morbidity data to predict health care outcomes [8, 9]. Here we introduce a use of a heatmap to visualise morbidity to effectively identify risk factors and protective factors for both mortality and hospital long-stay.

Heatmaps have been primarily used in genomics to visualise DNA microarrays [5]. As a DNA microarray can be regarded as a 2-dimensional matrix, its rows and columns can be permuted to highlight clusters. Similarly, morbidity data coded in ICDs can be thought as a matrix $M$:

1. Each patient is a row;
2. Each ICD code is a column;

---

8 In ICD-10-CA (Canadian enhancement of ICD-10), STEMI has the code R94.30 (see [7, page 26]).
3. A matrix cell $M(i, j)$ takes value 1 if patient $i$ was diagnosed with morbidity $j$, and it takes value 0 otherwise.

Therefore, we consider visualising morbidity data with a heatmap as a natural choice.

In a heatmap, ICDs can be clustered just as in a DNA microarray. Patients could also be clustered with respect to their morbidity information. To identify risk and protective factors, however, we sorted the patients (rows) with the following measure of severity:

$$\text{SEVERITY}(x) = \begin{cases} C - \text{LOS}(x) & \text{if } x \text{ died in hospital} \\ \text{LOS}(x) & \text{otherwise} \end{cases}$$ (1)

where LOS($x$) is the length of hospital stay (in hours) of patient $x$, $C = 2\max_x \text{LOS}(x)$.

Figure 6 shows such a heatmap. Records are ordered from top to bottom with increasing severity. It shows that a cardiogenic shock has strong correlation with AMI mortality.

In Figure 6, we have included only diagnosis codes; a heatmap could also be generated with both diagnosis and procedure codes to identify correlations (1) between diagnoses and procedures, and (2) between procedures and reduced/prolonged hospital stay. Also the severity measure could be adjusted by age and gender.

3.5 Time plot: visualising temporal trends and seasonal patterns

A time plot, where observations are plotted over time [2], displays temporal variation of the data. It helps us

1. recognize trends and seasonal patterns in the data, which is potentially useful for resource allocation and planning, and
2. check the consistency of health care quality and spot outliers that warrant further investigation.

Regarding the second point, a time plot can complement the VLADS system (see Section 1) to provide visualisations that are easier to understand by people with no knowledge of statistical process control.

Here we give a simple example of comparing the admission and mortality of AMI patients. Figure 7 plots the number of admissions and deaths each month from January 2005 to December 2008. We use the method described in [3] to decompose the two time series into seasonal, trend and irregular components. Figure 7(a) shows more patients were admitted during the month of June each year, a winter month in the southern hemisphere. It also shows a trend of increasing numbers of admissions since 2006. The seasonal plot in Figure 7(b) shows that most AMI deaths occurred during the winter months in Australia. Comparing the trend plots in the two figures, we see that in 2005, the number of deaths increased while the number of admissions decreased. But in the years 2006 and 2007, according to the available data, the mortality rate decreased monotonically.

3.6 Disease map: visualising spatial variation

As a complementary technique to time plots, which are useful for visualising temporal variation of the data, disease maps are useful for visualising spatial variation. A Disease map is a popular type of visualisation for public health data (see for example [12, 22, 23]).
4 Discussion

This paper has demonstrated that visualisation can provide important clinical insights into various aspects of the routinely collected health data. Our results show that visualisation is helpful in every stage of the data life-cycle, from collection and validation (see Section 3.1), to reporting (see Section 3.2), to knowledge discovery (see Section 3.4), and to anomaly detection (see Section 3.5 and 3.6). Visualisation complements more formal statistical analysis with its flexibility, and generates final products easily understood by data managers and clinicians, who have not necessarily received formal statistical training.

The overarching goal of our project is to expand the audience for healthcare data. This paper makes the following contributions to health-care industry in general and to health informatics & knowledge management in particular:

1. It assesses the applicability and value of various visualisation techniques in health and medical data.
2. It proposes a new way to visualise diagnosis coding with respect to case severity.
3. It constitutes an important step toward a visualisation tool-kit for healthcare workers.

To further develop the toolkit, we are extending the visualisation techniques and applying these techniques to a wider range of data, including a Cesarean section dataset and an Orthopaedic hip-replacement dataset from Queensland Health. At the same time, we have been collaborating with clinicians from Queensland Health to access the utility of these visualisation techniques and to develop types of visualisations that are informative in clinical settings. We also continue to work with CPIC to understand the nature and quality of the Queensland Health data, and to further develop the insights that can be gained with these unique resources.

This severity measure is rather coarse. Currently we are undertaking research for a more accurate estimate of severity [13].
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Figure 6: Heatmap showing morbidity codes from a single hospital. Each row represents a patient’s morbidity codes; Rows are ordered from top to bottom with increasing severity. A horizontal gap near the bottom separates patients who survived (above the white line) from those who died in hospital (below the line). The vertical side bar on the left shows each patient’s severity estimate (normalized to a number between 0 and 1, and then colour-coded with the colour key at the top left corner). Each column represents the distribution of an ICD code across patients. (Columns have been automatically clustered based on similarity of their distribution. The dendrogram at the top shows the clustering.) The plot shows that most patients had the code I21.4 (acute subendocardial myocardial infarction), which is interpreted as non-ST-segmented Elevated MI in the hospital under study. It also shows that conditions R57.0 (cardiogenic shock) and I50.1 (left ventricular failure) are strongly correlated with mortality, while conditions T81.0 (haemorrhage and haematoma complicating a procedure, not elsewhere classified) and Z82.22 (personal history of long-term (current) use insulin) often occur among patients with long hospital stays, but not so often among patients who died.